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The work of Eilenbe1 ~-
1. exploits the followln~ 

101 , Kan , or@ , 

elow] , t 
to that p~ovlded 

[ Olllplex or] ""unpl .c i.ul 

ontravariant functor K from the ot.:csi.„..,.u1 y 
,n} {0,1, ,m} [\o the ate~ y of 
~atural transformation f. K-. L b twe 

mpht.;1..al map. 

The nth obje·t, n 0, of K l d!:!n ted K . 
n 

[in the 
d] whi h · 

The f 

" . ] 
ma:p { 0. 1, 

etc.] „ and 
is 11 

fro 

omittln8' i, 0 ·l. -n, ~ives K i · n the monotone · nj tlons n-1 ~ n 

Kn 
1

• whl l e the degenei- acv ma.ps arise from the monotone surjectio s n 1 

n. repeating i,, 0 i n, gives K ----+ K 
1

. 
i n n+ 

[O l~lnally, Ellenber„ Zilber only d manded- rle~ n ra y map , 
worked with the smaller cate"ory of monoto11e inje tl n::i {0,1, 
{0,1, ,m}.] 

Since any 
that s 
! : K 

n n 

ma 
11 

L 
n 

ls a composition of injections and surj ctions, 
la map ls cha acteri ... ed by the fact that lts 

commute wlth the face and degeneracy maps. 

The members of K are called th!:! n of the com lex K. If L a 
n 

K te complexes with L _ K for· all n, then L ls alled a uL mpl x f 
n n 

K. Note that a com lex is determined or ~en 1 t.ed by the th e of 
i ts uon-degene1 a . .:. s im 1 i es, i. e. tho e not n the ima" f 
degene:t acy map. t also that the subcompl ex r..;en rat ed y a h n 
b e po1n ., or 0-siro lex, has one n slm lex for each n 0. 
III 

A simpllclal object, followed by a covariant fun..: or, glve noth 
lmpllcial obj ~t: e.~. glven simpll lal s t K we have the lmpl" l 1 

ar0up C(K) wlth C (I<) fr-'l:!e b 11 11 ~r· up over K 
n n 

The (<.::o>homology H(K) of K is H(C(K)), i.e. the (co)h molQ!&Y 
und r the (dual of) alternating sum of the face maps . 

f C(K) 

4. Likewi~e, a cos1mpl1L1al ob_Je<.:;t., l.e. a. ovarlant fun t 
followed by a cont1ava1l~nt fun tot, also yi ld a simpliclal 

Cons ider e. 8'. the cosimpl i c lal bj 1..;t 1Jhl asso iate to 
e ine-t.r 1 ~1 n-simplex n f 11 ontinuous fun tion 
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CARTAN 1956/57 

These papers of Cartan are also on "slmpllclal topology" .ä la EUenber-g: 
expos~ 1 was a talk whlch aave, besides a few new results, an extremely 
nice account of K.an's simplicial homotopy theory [it was based on 
announcements/preprints of Kan, and lectures of MooN~ and Milno1-..], and 
its sequels [= expos~s 3 and 4] established more new results: 

1. Simpllcial cat.egor-ies. Given any ' cateaory ~ there is the associated 
s 

cateaory ~ of contravariant functors from A. 

Alternatively, each object K of ~s conslsts of ~ sequence K , n ~ 0, of 
n 

objects of ~. toaether with n+l face maps d. from 
1 

K to K 1 , and a like n n -
number- of degeneracy maps from ~ to Kn+ 1 , obey i ng the usual 

commu t a ti on l aw ~. And, a morphlsm f :K - > L in ~s consist s of a sequence 
of maps K - > L commu 1 ine wiLh the d. 's and s. 's . 

n n 1 1 

2. llomut.upy g1•uui"'-• Cartan recalls Kan's deflnition of the extension 
condltlon, but r-efers to Hoor-e's lectures for- the definltion of homotopy 
aroups of Kan complexes, and to Hoore's Expo~ 18 of 1954/55 (p.18-04 
and §4) for- the following. 

Proposit.ion. Simpl.icial cr·oup.s G are always Kan, and their- hom.otopy 
€f"'OUf>S' n n ( G) coincide u.~th thP. homol,;,€).> croups Hn ( N ( G) ) o f th~ r.-hain 

compl.Dx: (N(G) ,d
0

), where N(G) = kerne-l. of all. face m.aps other· than the 

first, d
0

. 

Uslna this he checke that these n (G) are always abelian for all n ~ 1. n 
Then he turns to the case when the slmpliclal gr-oup G is abelian. 

P••opoRH.ion. For a .s·1.m.plit.:·i.al aLcliun croup G. (N(G), d
0

) is· u ~·ub f..:hu·i.u 

cort1f-•l„_•:>..: uf (G, d ), whct„e d = alt"2-J' >c-2l ·'l.nc .s.·utn uf Lht..· füL G m .:-11-·1::.·. and thr.• 
~ ihr.:l t ,< • lon N ( G) --+ G indu.-_·,;.·,s.· t..tri i.s.·t.nnut·1-'hi~·n1 in hc•molO€}'· 

•·' 
For thls Cartan considers the :f'ilt.•·.a.t.i~P of sub chain compl exes, 

G = FO 2 F1 
2 

where, for p :S n, (pP)n = kernel of all face . maps other than ~ , 

,dn-p' and for p > n, (FP) = kernel of all face maps other than d 0 . He 
n +1 

then checks that each incluslon f' - -) f' induces an isomorphism in 
homology. 

[Thls proposition and/or its proof miaht lead to a conceptual 
under-standing of Kalai 't.heor•em: exter·ior- .s:hiftin,g- pr-es.·E.•r-ue.c;o homoloc}) ? ] 
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The homology group H ( K) ot stm:pltc:tal set. 
n K is by def inition the 

homology of the free sirnplicial abelian aroup C(K) aenerated by K. So 
we get from the above, 

H (K) ~ n (C(K)). 
n n 

(Dividing C(K) out by the subgroup aenerated by the subcomplex of K 
aenerated by a base point one aets the r-educed ver-sion. ] 

The homot.opy gl"oup rr (X) ot" a space X is defined to be that of its 
n 

singular complex S(X). The above result of Hoore was motivated by the 
earlier one of Dold-'l'how1 which we should learn more about: th~ hom.olo€y 
€r·uu1.•.::.' '-•f a .s·pcff·.;,. fr:le-ntif}> \tri.th th;;;· h'-•rt~'..•top).> €1'"0Uf..•S' of ·its ••.symmo:::•tr ·i~· 
product„ . 

S. Realtzat.ions. For any simplicial set K. Hilnor considered 1 KI , the 
quotient of the disjoint union 

U { lxl : x e K , n ~ 0} 
n 

of affine sim.plices lxl, under the obvious identifications, and showed: 

1t •U:;.• »·„·•:t ,<:;•ou ~ ·1·1r-. Jo~- att:y K. l o dt-:.füH·~ ri n ( K) to '-:>.-:· Ou.• houtolo11:y E;l" t.•u . ' 

nn(IKI) of thi.w· ~-t.!oli-sat-i.ün IKI. 

l'lore precisely. he showed that, when K is Kan, the above definit ion 
coincides wlth Kan's because o! the followlng. 

Proposit.ion. For- any K. resp. any K which is K.an. the m.onom.or-phism.. 

induces an i.s:om.or-phism. of homolopy, resp. homotopy, ,gr-oups. 

In case x e K ls non-deaenerate, 
n 

the aforementioned sin,gular- simplices 

lxl are homeomorphisms restricted to the interior of 1:,. 
n 

this is the 

key point in checkina that 1 KI i.c;;· a CW compl~x.. with cmc:.- cell for- ti?',..,,,..,,.. 
n.:•tt dt~i;;t...•ru.•r·at~ .s.·im,-,lex of K. 

•·' 
Furthermore, ln case the I< 's: c o n~dli': t of all non · decr-easlne sequ1-m rtH.c: o{ 
. n 
vertices suppo r ted on the simplices of an c:n - t.lt-.· ~ · t...·d .s··impl'il"·';ai c<mLfilt::A. , 
then IKI coincides with this sirnplicial complex. 

[So, contrary to a remark in previous review; such a 
otherwise lts trivial homotopy would coincide with 
Llkewise the "linear complexes" are also not Kan.] 

'• 

K i s >lL•l 
that of 

Kan: 

IKI. 

(In Ei 1 enbera-St"'•f:'U:N.Hl, p. 68, i t was checked that if K and L or-1 .c·~· ,,-.c
al•uo<· f» (.}W l.u.10 "' ,:p, ,i. .-.„·„, 1 d·i.·~ i1:1l i:on • ' ?t''vf'„•.: . th"-'11 1 K ,„, LI <"oi.'n<· i1·I,::'•"-' tA~ith 
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th(.; ~ü• l.'-'ui.uu prudu ..... t of tt-u:.: two .si.m.!Jl.ic. i.al. cumpltn ..... ~.t:.•: thi s 
"product r'Ul e"- whi eh incidental l y can be general ized a 1 ot 
well have been the small beglnnlne of Ellenberg's great work ?] 

useful 
might 

Pr-oposit.ion. The reali-zotion 1 GI of a coun.table .s:implicial cr-oup G is a 
tupulo,;tka l €~·-oup. 

This follows because the sirnplicial 
aroup multiplications G x G ---+- G , 

n n n 

rnap G x G ---+- G consisti.na of 
induces a continuous map IG x GI 

the 

!GI of realizations, and the two simplicial projections define a 
continuous bijection IG x G·I ---+- 1 GI x 1 Gj, whose inverse is contlnuous 
at least when G is countable. [Likewise the "generalized product rule" 
also requlrcs some hypothesl s to i:.-n. 11 •• • r i'r1tdty of the lnve1·-~"' ] 

4. ·pl.l ·' •" ThP.-R (' are. map s E - P > B satisfying Kan's condition: 
this aenerali~e~ the definition of a Kan complox which is the case B = 

-1 
{pt}. nore aenerally, the fibres F = p (b) of a fibration are always 
Kan. However, in general E or B need not be Kan, but lt so happcne Lhat 
the toto, .<:.,.'f•a;·,... E i.s: K.an. if f th.e ba.c.:'""' ,c;.•ptu·~· B 'i..c:.· l<ott • 

X ~ Y is a Ser-r·c· fib·ru.t.ü.m. i..j J th~ .s:in.s-ular S (X) > S ( Y) i.s ü K.ün. 
fit.wuHun : this easy but important obs ervat i on miaht wel 1 have been the 
startlng poln of Kan's work ? 

Also, if E - ) B is a Kan fibration, then its realization 1 ~ - ) 1 ~ , 
though not quite a Serre fibration [see May: p.65], is still aood enouah 
to have the usual exact homotr>py sequenc:e of o fibr-at1.on: thus [ using 
definition of 3] a fibration E - ) B has an exact homotopy sequence even 
when E and B are not Kan. 

P1 ... oposit.ion. If G is a simplicial cr-oup with a pr-escr-ibed „free actfrm„ 
G )( E ---+- E. then the quotient map p: E ---+- E/G satisfies: 'K..an•s condition„ 

The special case E = G ls noore's result that slmplicial groups are Kan, 
and thf> proo! o{ the above tien<H'fll l 7,;i 1 i nt• u.!'-;(H": this special C'A,c:r-

All fibrations [see expos~ 4, Prop.1], 
bu1ulh'"~!'..:, always admit a pi:.. .•. • .,, .•. . 

' ;_, "! ~ „ 
u~ \. „ t • \ •. ll c..lt.. J '--*"' ~"' 

so in particular above p~·r~ ipal 

tlü„lf,·';· t•Ji({#-'t"'' d
0

. 

,_,'I 

Using such a psettdosection p on e hcL!'l a bljecf ion of E with G x R. UndPt 
this bijection, the face and degeneracy maps of E identify with the 
usual face and deeenerncy maps of a product, exccpt d

0
, whlch Jnstead of 

beine (x,y) ~ (d 0x,d 0y) is (x,y) t- ) (d0xq y,d0y), where the t.wl~t..11..: 

:f"uncl..ion -r :B - > G is determined by, arid deterrnines. p. n n-1 The net 

upshot: p>-i1tL"t{.>ttl fif,r-fC~ hun.cll~~.s· co·i.nc·i..dt...• "ü..•i.th lu..1·i..-.·tpd t:ori.f.-.'"-·itui pr·aduct~· 

G X B„ 
'l 

!l. l..uoi' gl·oups. Thls constr·uction of Kan assoclates to each simplicial 
set K a free simplicial aroup G(K) with G (K) = fr-ee €r-oup on the 

n 
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(n+1)-s·i.mptic:es of K ex<:ept th.ose lyi.nc in - th.e imace of s
0

. Its d
1

's 

and s. 's are [on elements x determined by simplices x] the d.
1

+1 's and 
1 -1 

s
1

+
1

•s of K, except that d 0x is (d1x)(d0x) . 

Proposi t.ion. 

on.e ver-tex. 

The formula rr (G(K)) = rr 
1

(K) holds for any K hauinc only 
n n+ 

Thls important result of Kan ["1h9 ·' also has a version 'Jhich dispenses 
with the last condi"l.ion] pre~cribes a conl.binatot'ial way of calculatins
homotop).> Efr·DHf•$' o f .a.11y .sdmpli<-: i.<.7l set K. 

To prove thc above lt is checked that t h e p r incipal fibre bundle G(K) x 
' T 

K, wh ero the twisting fun c tion is the qu'otien t K
0 

'> Gn-l (K), is 

cont r ·n.<" t i. bl e, and then one uses the exact homotopy s equence o f this 
fibration. 

6 . Ah ... ll~ntzed loop gr•oup. Denote G(K)/[G(K),G(K)] by A(K): so A (K) 
n 

ls Cn+l(K) divided out by the Image of s 0 . However it turns out that 

this division is unimportant homologically and hom.olocy of A(K) equals: 
homolocy o f K in <m& h1.ch&r dimA-n.c.;;-icm • 

7. Nonc.;u n aut ü U "''' c.::ha Pus. Kan' s def ini tion of G(K) was preceded by one 
of Hilnor, whlch slmply associated, to each K, the slmplicial group F(K) 
with F (K) = fr·ee ,g1 ·oup on tlw n- .s·i.m~'t. fr.t=!.F.' of K [or its reduced 

n 
verslon]. the d.'s and s.'s being, 

1 1 
el ements det ermined by s impl i c es on 

of K, simply the d1 's and simply F(K) is the s. 's of K. 
1 

Thus 

noncommutative verslon of C(K), which ls its abellanization. 

Pl'opos:lt.iu:ia. n
0

(F(K)) i.s: isomor·ph·i.c..: tu the (n+1)th homotopy ,gr-oup oJ 

the su.~pen.Lc;•fr.n_ o f 1 K I · 

The suspension theorem of Fr·eudent.h.al shows that the last named group is 
oft en [not always] the nth homotopy aroup o f K: thus l'li lnor 's r esul t 
sort of shows that homotopy aroups are "noncommutative analogues" of 
homology sroups. 

Hilnor's construction was subsumed in Kan's 
analogue of suspension, and showina that F(K) 
the suspension of K. 

by definlng a slmplicial 
'Jas the loop group of the 

8. Kan aot some abstract Hur-wic2-type theorems:, e.a. the· following. 

Pr•opo2:>.i. t.iou.. 
abeliani2ation. 
n, n ;?- 1 , thc.·n 

LtE-t F be an.}.> fr"i:'"!! s·imt•lfr:ial tffY-oup and A it~· 

If the homotopy croups: of F are trivial below dimension 
n (F) ~ n (A) i 8 (..lll istmwrp1ti~·m . 

n n 

9. Unive1··s:al p1·i1ac:lpal s.i.:mplicial G-bundles:. For any simplicial group 
G this is the principal slmplicial G-bundle U(G) for which 
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u (G) = G x G 
1 

x ... x G
0

, 
n n n-

the !ace maps d
1 

are given by 

d
1

(x ,x 
1

, 
n n- ,x0 ) = (d.x ,d. 1x 1 , 

l. n l.- n-

and the degeneracy maps s
1 

are defined by 

s
1

(x ,x 
1

, n n- = (s.x ,s. 
1

x 
1

, 
l. n l.- n-

,dox .. x l 1' n-1 n- -

,sox . ,1 . ,x . 1' n-1 n-1 n-1-

The free action of G •on \J (G) is on its first factor, thus the nth n n 
object of U(G)/G is G x x G a.nd ma.ppinn any of n - 1 · · ' 0 ' • its elements 

(xn-1' ,xo) to (ln,xn- l' ,x
0

) give.s the cü1Lütd.c. t"ll. {1::-..•et;.df,..;t:.:c. li. (:..• " of 

thls bundle. 
contractlble. 

The key property of \J(G) is that its realization is 

The above definition is essentia.lly Eilenbet'a-Macla1•e 's, but Ca.t'tan 
refers to the 1954/55 expoEi!s 12 a.nd 13 of 1'1oore [explicit fot'mula.e 
above are on p.13-06), and aives a resu~ on pp.07-08 of his expos~ 4. 

Cat'tan's expos~s 3 and 4 aive the delicate proofs [e.a. reaardina the 
"Kan- ness" of Hom(K,L)] which are necessary to develop, one by one, the 
simpl11':·i~1l "..tn„..tlo,s't.t~s of some t.~ll ~noum fac:l$.· of homotop}> theor-'),> [ e. g 
that an isomorphism class of principal simplicial G-bundles ovet' B', 
pulls back, under a homotopy class of simplicial maps B ~ B~ to an 
lsomorphism class of princ lpal s impl i cial G- burnd 1 es over B] and thus 
establish the followine cla.:..·~· lj„i._.ul~._,~t ~ ut ~„f p1-·lncipal .s.··i..,1tjJl„ ........ ~l 
G-bun.dles· • 

Proposit.ion. A principal .s:im.plicial G-bundle on B, to,gether- with a 
pseudo.s:ection, dc..•tt!...•r·m·i.ne.s" and i.s· deter-mined by, a .S."implic•ial map froni B 
into U(G)/G. This sets up a bijection betWieoen isomor-phi.s:m cla.s.•ses of 
principal simplicial G-bundle-st cm B, a1'1d hom.otopy classe~~ o f .s•implfr·frtl 
maps B ~ Y(G)/G. 

As usual the pull-back of the cohomoloay of \J(G)/G 
pI'inclpal G-bundle over B. cht7ract~ristic cla~·b·~·.s: of the 

'l'HEC>IUES COHOMOL.OOIQUF.:S 

Cm-tau [in Inu~n.t. 35, 
deflnitlon of a d~ Rho~ 

1976] develops further Swai. 's note 
,,....,-,h.,-.'kv.~J,„~,„ ,„.,.. „<::-im.p11c.·inl comr-1l;:a~~ .~. 

i. Some standard algebraic terms: 

aives the 

re 1'honl • s 

Module = an abelian aroup 11, equipped with a "compatjble" scalar 
mul tipl i cat ion of som e cornrnutat 1 ve r Ing R wl th uni ty = v &:.:.::.• ' -"•t·· sp=-""'e i f R 
ls a Held. 
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Gr•adc J füadu;l._ = module r1 in which a direct sum decomposition r1 = I: rf 
n 

lnto submodules lndexed by the non-neaatlve lnteaers n ls speclf led. 

Dl:f':f'erent.ial gr-aded module = araded modul e equlpped wi th 1 inear maps 6: 
n n+l . r1 ~ r1 such that 6"'6 = 0. Its cohomology H(:r1) = (ker6)/(1m5) is a 

n n n+l . n-1 n 
araded module with H (H) = (ker 6: H -+ H )/(1m 6: n -+ H ). 

Algebra = module H equlpped wlth a "compatlble" product. 

Grade-d algebra = an alaebra which is a araded modul e wi th product 

lmaalna each Ha x Hb • into Ha+b. Note that 11°. is an alzgc.•twu , whi 1 e if , 
for n ~ 1, are only modules. 

Dl:f':f'erent.lal graded algebra = araded alaebra r1 which is a araded 

dlff erentlal 

product rule. 
alaebra. 

modul e wi th the differential cS obeyina the usual s laned 

Its cohomoloay H(r1) is a araded alaebra, so if (M) is an 

2. Each of the above notions has of course a sim['u,-.-1 .... 1 •'"""'"C""~"' e.a. 
we h N.ve sdmp ll(•;, al di , .. ,.„, .. ·' = .1 ~1.·:..v.L·d ~·~··t• _ A : 

By this we mean that, for each p ~ 0, we have a DGA [ = differential 

araded alaebra] A = E p 

A p - 1 

n 
n AP, and the face and deaeneracy maps d 1 : AP 

n 
Setting A = E A , where 

- r. An we will also conslder the simpliclal DGA A as - 'p p' 
an or-d ·i.tu.J.1 :y 

of] the An non-simplicial] DGA. Note that [the components An 
p 

[= 

's 

c ons t lt u t e slmplicial modules , w i t h A O bei na ev en a s:lmplic.:l.&.l algebr·a . 
Note also that the cohomology H(A) is a aimplicia.l gl'aded algebl'a, so 

HO(A) i s a s implicial alaebra. 

S. Glven a slmplicial set K, and a simplicial object A of the 
kind, we put A(K) = s:~t. uC .ull sifüvlic ic:.l „._ • ._.t.o f'a ·um K t.u A, 
alaebraic structure induced from the ordlnary structure of A. 

above 
with 

E.a., if K is a simplicial set K and A is a simplicial DGA, then the 
ordinary DGA A(K) = all simplicial maps from K to the simplicial set A, 
with the DGA structure induced by that of the DGA A. ,_ Thus A(K) = 

EoAn(K), where An(K) = all simplicial maps from K to the simplicial set 

An, wlth the module structure being the one lnduced from the module An. 

2. Homolo~ic.ally t.i•i'7ial !!:;;i111plicial l>GM. By this ls meant not only 
that the cohomology of the cochaln complex 

c5 c5 c5 6 . . . ' 
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of simplicial modules is zero in all positive dimensions, but also that 

the zeroth cohomoloay HO(A) = z0 (A) is simplicially trivial, i.e. all 
the face and deaeneracy maps of this simpllclal module are isomorphisms: 
uslng thls we will ldentlfy lt wlth the module R(A) constitutina its Oth 
ob jecl . 

Yhen A is a simplicial DGA then of course HO(A) is a simplicial algebra 
and R(A) ls an algebra. 

Homotopically tr-ivial sin.pliclal DGM - A. By this i s meant that al 1 the 

homotopy cr-oups, of each of the simplicial modules An, n ~ 0, are zero. 

3 . Theor•em A. In ca.s:e the .simplicial diffe rential ,gr-aded module A i .s: 
homr..•lr..•€·ic„.1ll y arul ho~n.df.t-f•i <~<-'1 l1 ~) t rit»i•::t l , th*? ;::ord.Y·üt}ar ·i au l f un ,·f<·»·· b.>hi •: h 
O.!:.' .i:.u.:. i.<.ll. c ;;. lo t:.•cu:h. .siuipl.ic·i.uL &·t..-l K ·th<..: ,g1 ·ad.?d' module- H (A ( K) ). cu•i.n~ ·i.dL•.i:.· 

b.>'ltn th~ u .c;;-ual cohomolo,gy of K uri.th ("r>P<ff'i,...'1tAnf .<:< in the- mDdti1tA R(A). 

Cartan establl$hes this by a beautiful app J icutiop of simpli~ial 
hortu„döfJY tt.0 01 y : 

Pron~ Ye have Hn(A(K)) = z0 (A(K))/Bn(A(K)), where Zn(A(K)) = module of 

n - c oc y c le s of A(K) = simplicial maps from K to f (A), the simplicial 

module of all n-cocycles of A, and B0 (A(K)) = module of n-coboundarles 

of A(K) = slmpllcial maps from K to i1 (A) whose imaae is in g (A) = 

6 (An-l), i. e . thos e whi eh can be 1 i f t ed over the fibi u.l. i..<-iu ~ : f' - 1 

Zn(A). 

Now, uslna the cover-in,g homotopy pr-oper-ty of 6, it follows that any 

homotopically trivial simpliclal map from K to Zn(A) can be thus lifted. 

Conversa ly, since An - l is homotop i cally trivial, any such liftable 

sirnplicial map from K to Zn(A) is homotopically trivial. Thus we have 
seen that 

i.e . that .the nth cohomology of A(I<) identifies with the sinq.Jl.i.c.i.u l. 

homotopy classe.s of simplicial maps from K to Zn(A) . 
• _.„ 

U'e now use the fact that the usual nth cohomolo,gy of K with coefficients: 
in R(A), ldentifies naturally with the set of simplicial homotopy 
classes of slmplicial maps from K to an Eilen.ber-€-Maclane complex., whose 
sole homotopy aroup is the nth, and equals R(A). So to complete the 
proof lt suff ices to check 

n 
n

1
(Z (A)) = 0 lf i ~ n, and rr (Z0 (A)) = R(A). 

n 

For this note, because of the homoloaical trivlality of A, that the 

f iber of the f ibration 6: An-l ---. z!1 (A) is t1- 1 (A). So the required 
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result follows by an induction on n by usina theexact h.om.otopy sequence 
of this f i brat ion. q.e.d. 

4. 
c 

Ordered cochains:. 
for which C = all p 

Ye have the simplicial differential araded module 
ordered cochains of standar-d p-sim.plex A with 

p 
rina R. Thus associated ordinary differential araded coefficients in 

module = direct 
that R(C) = R. 

sum over p ~ 0 o f al 1 thes e cochain compl ex es. Note 

Propmdt.ton. 
trivial.. 

Thi!!" simplicial DGM C .i.S homoloeir·nny and homotoptcall."~> 

So Theorem A appl i es to C: in f act the usual cohomoloay o f K w i th 
coefficients in R is 11sually defined as cohomology of C(K). Also note 
that when K corresponds to an ordered simplicial complex, then C(K) is 
the ordered cochaln complex of K. 

Product.s in C. There is the obv ious one: Juxtaposition : but this is not 
well behaved with respect to the arading by dimensions: it is however 
well behaved with respect to the aradina by decr-ees [= cardinalities]: 
and the differential obeys a product rule with respect to this: however 
lt seems [proof ?] that the induced product in cohomoloay H(C(K)) is 
trivial. 

A less obvious product is that introduced by Al.exundvr-, Kol.omoS"rou. 
WhU~-.""'~' et al. : this is wel 1 behaved wi th respect to dimension grading 
and obeys the product rule too: s~ with thi~ C becomes a simplicial 
differential araded alaebra: the induced cup pr-oduct in cohomology is 
non-tr l v lal, and H ( C( K)) is [ unl lke DGA C ( K)] also ,gr-·ade-d-comrr>Hfatit>e. 

EI. Smoot„h 1'tn•11MS. Th i ~ i s t.b P simpl i c ial DGA 0 f or whi eh 0 = d•· ·1 • • s 
p 

DGA of snwoth forma on th~ sta.ndard p-simplex 11 [i.e. equipped with the 
p 

exff;·~l01 .-1-.1Jw_t and differential is e>..l•-i ;...,. Jijj(t·~rd·;,.,.,..,,.,,„]. Note 
that the ordlnary DGA O is araded-commutative and that RCo) = 0.:: • For 

this 0 one has On= 0 for n blaaer than p [so Theorem B below applles]. 
p 

Proposi t.ion. The simplicial DGA 0 is homolocically and homotopically 
• trivial. 

Thus to each simplicial set K [e.g. the one correspondina to an ordered 
slmpliclal complex, or the sinaular complex of a space] the cohomoloay 
of Thom's araded commutative DGA O(K) yields the ordinary real 
cohomology of K. In fact [usin& Theorems B and C below] the two 
cohomology algebras are also same. 

kat.ional 1'ul•u11... This variant of the above, due to Quille1-... Sullivan, et 
al., uses 0 =all forms over A which. in barycentric coordinates, have p p 
rational polynomlal coefficJents. Everythlns sald above still works. 

6. In:t~g1•at.ton. For the case of forms. St.okes: • formula provides a 
homomo~~ph·ism [non-multiplicative] between the de Rham complex and the 
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slmpllclal cochaln complex whlch lnduces the lsomorphism of Theorem A. 

Even thls lntesratlon map has an lnterestlns alsebralc~l seneralizatlon. 

Lt::-t A be a ht.miol.t:1~fr:<rl. L ·y lr'i t.Af1l simplici.al dif f~r-~mtfrtl. 

lffl ' UUt..•d ,,.,_,::J ... 1k· foi · blhi•: h An = 0 wtiL•n. .... · u ;;.u- n > p. Th~·n th.:·r-11? e x·io'!a·l.l. uu~ 
p 

and unly unc~ m.:.rphi..smi fr-om A. iritu thu ~· ·iw'Pl icial dif feren.tial ,gl-adL•d 
module C of order-ed cochains of standar-d simplices with coefficients in 

R(A). which is the identi.ty on z0 
(A). 

Prof:'>f. By induct i on on n. Assume 

and into n-cocycles has been done. 

a unique extension upto 

But thls map t1 (A) ---. 

have a unique extension to a map An ---. Cn, ·because A: 

By homoloaical triviality An/Z1(A) ~ because of An+l = O. 
n 

level n-1, 

t1 (C) must 

= (Zn(A)) 
n 

zi+l (A), so 

we have a unique extenslon upto level n and into (n+l)-cocycles. q.e.d. 

kem.ark.. This "intearation" induces a homomorphism H(A(K)) --+ H(C(K)) 
for any simplicial set. If A is also homotopically trivial the left 
slde ls lsomorphlc to the rlght by the prevlous theorem. Presumably now 
thls homomor-phism in cohomolo,gy is an isomor-phism [ maybe i t f ol lows f rom 
unlqueness above ?] but Cartan forgets to say lt expllcitly ! 

?. Theor-em C. !.et A an.d B be:- homolocicall-y and homotopicall-y trivial 
simplicial differ-ential ,gr-aded al,gebr-as. Then any simplicial 
differential craded modul e homomor-phism A --+ a which is an. al,gebr-a 
homomor-phism of R(A) into R(B), induces. for- all simplicial sets K, a 
,gr-aded alaebra homraynnY-ph'l .~m H(A(K)) --+ H(B(K) ). 

Pr-oof Continuina the slmpllclal homotopy 
do ls to check that ~he following dlagram, 
def lned by the aiven homomorphism, ls 
homotopy. 

Za(A) b 
X Z (A) ---- - -. 

l 
Za(B) X Zb(B) 

theo r y of §3, what we need to 
where the vertical arrows are 
commutative upto slmplicial 

za+b(A) 

l 
za+b(B) •./' 

For this lt suff lces to check that the dlagrams obtalned by applyins any 
n. to above dlaaram commute. But the two cartesian products on the left 

1 

are themselves Eilenbera-naclane complexes, their only nonz~ro homotopy 
aroup being in dim ensions a+b, this beina R(A) x R(A) and R(B) x R(B). 
So the required commutativity follows from the hypothesls that the given 
morphism is an alaebra morphlsm of R(A) into R(B). q.e.d. 

Ue remark that, apparently, the very 
argument is not true in aeneral: this 

condition in the statement ~ that the 
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[?] over the rina R - for this very step of the proof. Ho'Wever 
flatness is true if R = field or Z or free abelian groups, etc., so this 
gap ls not too important. 

Comments· 

(1) Ho"' exactly does justaposition aive rise to the Alexander and the 
higher products ? 

(2) Consider for 

vertices {0,1, 

of vertices) A w. 
DGA] gives, for an 
complex of K. 

each p ~ 0 the exterior algebra A = over the p+l p 
,p} of h. equipped 'With the differential 6(w) = (sum p . 
The simplicial DGH A [the product does not make it a 
ordered simplicial complex K, A(K) = or-iented co~hain 

(3) How does A(K) relate to Thom's O(K) ? In particular how does above 
exterior product of A relate to that of 0 ? 

(4) Formulate Kalai's shiftinsg pr-oces.s: functorially 
setting: startina from any simplicial alaebra A one 
'Work out the chane e d eradlne etc.? 

in the above 
'Would have to 

(5) lntearal cohornolo~y ring can not be computed from a 
graded-commutat i ve DGA. [\Jhy?] However Gr-ot.hendiec:k [ see §§ 6, 7 o f 
Cartan 's paper J ai ves such a simpl icial araded-commutati ve which does 
yield the integral cohomoloay module, and also some additional data is 
set down whose knowledge prescribes the cup product structure. Similar 
results were found also by Mille~. 

(6) Uhen K is a smooth trianaulation of a smooth manifold H, then it 
seems Cl(K) coincides with the classical O(H) of E.C.ar-t.an and de Rham. 

(7) Instead of thinklng of A(K) as all slmpllcial maps from K to A we 
can also think of it as all simpllclal maps from the chain iffroup of K to 
A. To consider llomolo,gy theor-ies 'We should, instead of A(K) look at the 
tensor product of this chain group with A. 

Follo'Wing is a brief 
classic: 

Eilenbe~g-Zilber• 

section-by-section account of 
•·' 

this 1950 Annals 

Ci} Discarding the requirement that simplices be uniquely determined by 
thelr faces, the authors aeneralize the notion of an ordered simplicial 
simpl icial compl ex to a semi-s:implic:i.1"1 cornplPx , i. e. onl y face maps 
used. They point out that all of (co)homolog:y, e.g. Alex.ancl~r formul.a 
and cup i-pr-oducts make sense for this aeneralization. 

(2) Also lo{":al. c:oefffr:·i.~nt .c:.· cohomology f its in very 
each vertex is associated a aroup, and to each edae 
gr:'oup isomorphism, these beina subject to the cocycle:i
approprlate (co)chains now pair simplices with elements 

nicely: now to 
is associated a 
conditicm: the 
of aroup based 
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on their leadinif ver-tex: the Oth face operator aets t.wist.ed: other'Wise 
the coboundary formula is the usual one. 

<3> Now they turn to the chief motivation of their study: the sinaular 
simplices of a space. Yhen a base point is specified they introduce the 
sub semi-simpl i cial complexes for which sinaular simplicial faces of 
dimension belo'W an n are all on base point 

<4> Next they define the notion of homotopic simplices for sinaular 
simplices havina same faces. They define the notion of a minimal 
semi-simplic:ial s:ubcompl~>< of the sinaular complex. They sho'W how to 
aet one, and also that, if the homotopy aroups vanish till some n, that 
lt lies in the subcomplex of (3)~ 

<5> A chain homotopy [approx. acyclic modele] is constructed. 

<6> Usina above i t is sho'Wn that minimal complexes have the same 
(eo )homoloay. Another appl ication is that i f lower homotopy vanishes 
the subcomplexes of (3) carry all (co)homoloay. 

C7> Now, for space connected, the minimal semi-simplicial complex is 
shown to be unique upto simplicial isomorphism. 

<8> At this point they note that in fact all order preservina maps acts 
on sinaular compl ex es, and they def ine c:omplet.e semi-simplicial 
complexes. 

(9) Paral 1 el to this they no'W def ine minimal complet.e semi-simplicial 
complexes and construct these iteratively also. 

CiO> The last section proves, by an explicit algorithrn in vhich the nov 
wel 1 knovn commutat ion rul es re f ace and d eaeneracy rnaps are f reel y 
used, that nol'malizat.1011, i.e. the process of dividina out by the 
deaenerate simplices does not effect (co)homoloay, vith local 
coefficients, of a complete semi-simplicial complex. 

Conuneont.s.· 

(1) The analoay of minimal cornplexes to shiftina is uncanny: frorn an X 
we go to S(X) within vhich ve find this H(X) 'Whose realization still has 
the homotopy· type of X 

(2) Re (8) one may ask if, analoaously, had E::;Z been studyina the 
exampl e of the linear- compl;:.x of a s impl i c ial compl ex, and s een that all 
maps [n] ~ [rn] act on i t, vould they have frorn this introduced the 
notion of a cyclic. abject ? 

(3) The alaorithrn of (10) should bear on Biel''s theorem. ·-

ACYCUC MODELS 

The original papers of Eilenber·c;-Maclane/Zilbel', in Amer-.J. of 1953, are 
much smoother to read than Spaniel' [vho aives a weaker version] or May. 
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(A) A covarlant functor K: ~--+ Jlf, where the cateaory 
said tobe repres:ent.able by a subset rl of Obj~). 

natural transf ormation which lifts it to the ass:ociat.ed 

Jll havina 

Krl(a) = <(µ,x):µ € Hom(m,a),x E 

oue;.•r- the natural transformatlon, 

()( 
----+ 

.fl'I is abelian, is 
i f there is some 
functor KH: g --+ 

b) = (aoµ,x), 

K" ( a) --+ K ( a) = { (µ,X) ~ > K (µ)(X)}. a 6 Ob j(~) . 

Any such lifting K(a~ - > Krl(a), a e Obj(~). 

t•ept•esent.at.ion of K by the 11\0del objects m .e ?1. 

is said to be a 

(8} Theor•em 1. l,c.•t K cmd L bt.· tu..>0 fun.ctor-.s: fr-om ~ to th.L· cal€.•,gory Jll o f 
chain. complex.es, such that K is r-epresen.table by a set of model objects 
of ~ whose homolo,gy un.der- L is tr-iuial. Then. ther-e is a natur-al 
tr-ansfor-mation f: K(a) --+ L(a), a .e Obj (~), which i.s· un.ique upto chain. 
homotopy. 

Pr-oof. Note that each natural transformation 
associated natural transforrnation fH :KH(a) 

composina lt with the functor !),Ca)--+ K(a), 

f: K(a) --+ 
--+ L(a) 

and that 

L(a) has the 
obtained by 

conversely, by 

composina any natural transformation Krl(a) --+ L(a) with a representation 

K(a) --+ KH(a) of K over the models 11. one obtains a natural 

transformation K(a)--+ L(a). 

Similar remarks apply to part.ially de:tined natural transformations f: g 
--+ .fl'I, i.e. natural homomorphisms f: KP(a)--+ LP(a), a .e Obj~), 

commuting with the boundaries 8, for all , def ined for dimensions p less 
than some n. 

Given such a partially defined f, we choose, for each model object m, 
and x e Kn (m), a z e Ln (m) which bounds the cycle ( f0 ll ) (x) c Ln-l (m). 

Uslng this the associated partially def ined natural transformation 
extends to the nth dimension by 1 etting fH: K.,. (a)' -~ L (a) be the map u,n n 
(µ,x) t--+ L(µ)(z). 

The above araument, which used the vanlshlna of the Cn-1.>th homolo,gy of 
the models under L, serves as the nth step of our inductive -constructlon 
of the required natural transformation f: K(a) --+ L(a). 

A similar 
vanishina 
construct 

upward induction on dimension, whose nth step now uses 
of the nth homolo,gy of the models under L, suffices 
a chain homotopy H: Kn (a)--+ Ln+l (a), lh H + 118 = f 

the 
to 
h, 

between any two given natural transformations f,g: 

q.e.d. 

K (a) - > 
n 

L (a). 
n 
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Eilenbcrg- I'laclane alao aiv e uariant,C'.' of thi.::· re.c-,·~tlt, for part.ia.lly 
defined natural transforrna tions a nd c hain hornotopies betwecn tl1em, whi c h 
are obvious once one keeps track of which homoloay's vanishing is 
requlred at which step in the above proof. 

<C> Cubical singuJ.a1-. homology. The main 
theorem aiven in this paper is that Serre 's 
coincides with the usual singular homology. 

To def ine this one has singul~ n-cubes of a 

application of the above 
cubical singular homology 

functions a-(x
1

, ,xn), of n real variables 
space X, i.e. continuous 

s a t i s f y i na 0 s ~ :S 1 , 

taking their values in X. A singular n-cube has 
faces: for each i, 1 •:S i :S n, there is the 'f"ront. 

2n (n-1)-dimensional 
J,h 'f"ace o- (~ , 

,x. 
1
,o,x., .. ,x ), and the back it.h 'f"ace a(x

1
, ,x. 

1
,1,x., ,x ). 

1- 1 n 1- 1 n 
The cubical singular complex o(X) of a space is the free abelian aroup 
on its sinaular n-cubes which is equipped with the boundary d given by 
taking the alternatina sum over i of the differences (front ith face -
back ith face). 

Th€..· horru:1k•€Y uf thc.- cubical .c:ineulnr- C"-•ffl(-•k•:><. (w(X),ll) i$: not the u .">'ua1 
ceitu:.m'l.olo~~» of a t:•oint . 

In fact for X = {pt.}, o(X) has one singuJar n - cube, for each n ~ 0, and 
above 8 vanishes, aiving homoloay ~ Z in all dimensions. 

A singular n-cube a is degenerat.e i f there is some i, 1 :S i :S n, and a 
singular (n-1)-cube e such that a(x1 , ,xn) = 8(x1 , ,x1 _ 1 ,xi+l' 

,x ) . These determine a subcomplex of a (X). The quotient complex •(X) 
n 

is called the normallzed cubical singulal' complex of X. 

Theorem 2. The hom.olo,gy of the normali:zed cubical sin,gular complex. 
(• (X) , 8) coincides with the u.s•ual s:i'11.,gular· cohomolocy o f X. 

This follows from the acyclic modele theorem by using the non-degenerate 
singular cubes as the modele. Their acyclicity under • is easily 
checked [ aft er an augmentat ion]. The usual singular- simplices are o f 
course continuous functions c:r(x

0
, ,xn), of n+1 non - negative real 

varibles having sum 1, having values in X. Th-e simplicial singular
complex A(X) is the free abelian aroup on these equipped with the 
boundary II which is the alternatina sum of the faces, there beina just 
one ith face, viz. a(x

0
, ,x. 

1
,o,x., ,x ). The singular simplices 

1- 1 n 
serve as the acyclic models of A(X). 

For the simplicial case too there is a smaller nor-malized sbnpliciül 
s::!ne"' ... " complex [by dividina out by the deaenerate simplices a which 
arise frorn a simplex e of one lower dirnension as a C:K(), ,x1 +xi+l, 

,x )] which too aives the same homology. But, unlike the cubical case, 
n 

now normallzatlon is only optional. 
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(0) Ue now ao to another application, aiven in a paper which 
immediately follows the above paper in the same journal. 

l::ilet.bei·c;-Zilbca• 'l'h<t?ul·vua. If K and L ar-e any two .s:implicial abelian. 
cr-oups. then their- cartesian product K x L and tensor product K e l. 
considered as ft.mctors into the catecor-y o f chain complex.es. are 
homotop}> equivalent. 

lt is interesting that in this note [which is before Kan 's work] E-Z 
quite clearly think of a complete _ semi - simplicial complex as a 
contravariant functor-, and having defined the q-simplices of K x L as 
all ordered pairs (a.fJ), where · a is a q-simplices of K, and fJ a 
q-simplex of L, make any monotone a act on these by a(q,8) = 
(a(q),a(8)). The product K x L becomes a chain complex by equippina lt 
with boundary 8 equal to the alternatina sum of the faces. 

On the other hand K e L is the araded abelian group whose qth summand is 
freely generated by the synbols a e e, where a is an r-simplex of K, and 
e is an s-simpl ex of L, wi th r and s such that q = r+s. And the 

boundary 8 is deflned by 8(0 ® 8) = 8(~) e e + ( - 1)r a e 8($ ). 

To prove the above resul t they use g = cat egory wh os:i e ob j ects are 
ordered pairs (K,L) of simplicial complexes. The two products are then 
checked to have as acyclic modele all pairs of [ordered complexes 
supported on pairs of) standard simplices. 

Explicit equiualences are ai ven, in 
Alexander·-Kolo1111(;)gr•ov- 'Whi t.ney , and 
Ellenberg-l'laclane [involvina shuffle 
see their papers on K(rr,n)'s and l'lay. 

one direction by 
in the other 

transformations]: 

the 
by 

for 

recipe of 
that of 

the latter 

The Eilenber-c-Zilber- Theor-em ciues uer-y quick de finitions: o f the 
pr-oducts in (co)homolocy: 

E.g . in conjunction with the diagonal map K - > K x K one at once aets 
the cup product. in cohomoloay H(K) e H(K) --+ H(K) [oriainally defined 
by using the expliclt cochain map of A-K-U.] And, in conjunction wlth a 
given [simplicial] ,group acti.on G x F ~ F, it at once aives the 
Pont.rjagin p~oduct. H(G) e H(F)-+ H(F) in homoloay. [Thus, for the case 

~ F = G one aets, in cohomoloay H(G), besides the cup produc t,the 
comulHplicai:'i.uu whj e h ma.kes i t into a llopl' ul(:,;1..?L• ...... ] For more s ee e. g. 
l"lay who also treats the cap product.. „. 

Comments 

( 1) It should be uery i.ntere.s:tinc to wor-k out an analocue of 
t ht.-:• F.iU~tLt1<.H" i; 7-·itt.>~r th.:·.:>r t?m tt>ith juü„... ~a ... l....: ü. d ~j .prL•<..J .... ,,_ L .. _·· 

Ol course this would entail findina the riaht definitions, and here the 
'Wu trianaulations of joins should help. A result of above type would 
explaln, without messina around with explicit (co)chain formulae, how 
the cup, and al 1 other cup-i products, arise al 1 toeether [ as 'Htrs:ch 
components"] of the juxtaposi t ion product [ explainine why Pontr jagin 
classes are "Hirsch components" of the van Kampen -tJu obstruction 
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lasses]. 

Brown [see ftay, or oriainal § in Annals of 1959] established a 
ener•allzed Eilenber-g-Zilbc•· U1cu1•clll ai v ina homotopy equi val ence between 

a twisted cartesian product, and a tvisted tensor product of tvo 
simplicial aroups: this aives another proof re nature of the second term 
of the Ser-r-e spectr-al .s:equence of a fibr-ation ["'hieb incidenta.lly is 
where sinsular cubes first arose]. 

(3) In the above paper of Eilenbera-Zilber they also have a result re 
the linear- com.plex.es· [of all sequence~. of vertices supported on the 
simplices] of sim.plicial com.plex.es. [No total orderina of the vertices 
is involved]. The cartesian product of these is called the simplicial 
product oC simpllcial complexes: the E-Z theorem identifies the homoloay 
of simpl icial products wi th that o f the product space ( same ex. i s on 
p.359 of Spanier). 

•·' 

.. 
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SERRE-'S EXPOSE 

Sem. Car-tun 195 4 / 5 5 , expose 1 : 

Eilenberg's isomorphism. Ther-e is a natur-al is:omor-phism 

Hn(X;n) ~ [X,K(n,n)], 

X is any Cl.J-compl.ex, an.d K (n , n) denotes· one wtu..1.s.·1& sol.e non.-triuial 
is the nth, bein€ isomor-phic to n. . ·' 

K(n: ,n) is called an Eilenberg-Mac:lane space. 

r-oof. Note that K(n ,n) .has trivial 
, while its nth homoloay aroup is n:. 
oefficients n is given by 

intearal homoloay below dimension 
So its nth ·cohomology group with 

n H (K(n,n),n) = Hom(n,n:). 

et the 'f'undament.al c:lass in Hn(K(n ,n) ,n) be the one correspondina to 
the identlty map n ~ n. Each continuous map f: X---+ K(n,n) pulle thls 

n back to a class of H (X;n). 

The map [X,K(n,n)] ~ H0 (X;n) thus obtained was checked to be an 
lsomorphlsm by means of an [obstruct-1011. t.heor•et.ic] upward inductj on on 
the skel etons of the compl ex es. q.e.d. 

Some examples of Ellenberg spaces: 

s1 = K (Z, 1), K (n , n) x K (y.i , n ) ~ K (n x y.i , n ) e .a. = = 
KCZ

2
,1), and more aenerally for any discrete aroup G one has BG = 

m 
K ( G, 1) , cC P = K (Z , 2) . 

C2) The importance of Eilenbera-Haclane spaces is clear once one notes 

that cohomology ope.-.at.ions, i. e. natural maps lf (X ;n ) ~ [X, K(n , n) }--+ 

[X,K(y.i,p)] ~ Hp(X;y.i), are [all of them?] determined by elements of 

[i(n:,n),K(-y1,p)] ~ Hp(K(n,n);-y1) [for more see Eilenberg-Haclane's H(n,n) 
papers and Serre.] ... 
Their (co)homoloay HP(K(n,n);y.i) and H (K(n,n);y.i) are denoted i'cn,n'N') 

p 
and H (n,n;y.i) by Eilenbera-Haclane because of the following. 

p 

Theo.-.ewn. For c..•ac.:1-i al..u„•Hf'„u~ n and n ~ 1, ther-e i&·, u.pl.u tu_.m,_.i11„•py 'lypt::o. a 
unique K (n , n ). 

Pr-oof. A CU cell complex which is a K(n,n) can be constructed by using 
an inductive argument going back to 'Whit.ehead. 

The uniqueness 
have only the 

is a 
nth 

consequence of the isomorphism of 
homotopy aroup non-trivial and 
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[ X , K ( n , n ) ] ~ Hn (X ; n ) 

correspondlna to the 

= Hom(H (X),n) 
n 

= Hom(n fl ) : the map X -+ K(n ,n) 

ident i ty map n -+ 
homotopy aroups, and thus is 
q .e .d . 

n induc es an 
a homotopy 

isomorphism of 
equivalence. 

1·he Eilenber-,g- Mac.:lt.tnL• ,gt·uuf.1J>.· Hp(n ,n;lp) 1ff€.•Yl.er-ali:&L• Hupt"'~· „„otiun. af 

cohomology Hp(n ;'!I') of: .u gr•uup H u„Hti c oefficients lfl• wh'i.f„:h cor·r ·t.•,!,·1-•c.md~· 
tCJ thc cu.!.·v n = 1: HP(n,1;VJ) = HP(n-;ljl). This follows because the 
quotlent of a contractible space ~nder a free action of a discrete sroup 
n is a K(n,1). 

In fact Serre' s calculct-tions of these more general groups starte from 
th e casc n = 1, and u s e s a n lnductlon on n based .on the follow i ng : 

7 'h.t-:.r· t=- i.c:: n rort ft·,,.. _. .; .:1 . 1 ~ . 11 1 „. -~. ~-' t •or--~ u ri t h fib(•r K(11 ,n-1) a~„ 1 '· -·• .-..„ K(H ,n), 
nam e ly th e space of all paths of K(n, n ) : th trn J<( n,n - 1) i s the l oov ••.P··•cü 
of K(n,n) . 

Note also that loop composition. ,giues a ,gr-oup oper-ation also in the 
hom<,lo,gy ,gy·oup.s- H (rr, n ;lp) which is as.s•ociatitHE.• and anticomm.utatiue. 

p 

<S) PoRi,rrfkov t.ow~r-R [also found independently by Z:llhA•"'] glve a way of 
con~ tructine a spac e having a given sequence of homotopy groups n 1 , n 2 , 

n
3

, . One starte wlth an x
1 

= K(n
1

,1) and builds over lt a fibration 

having K(n
2

,2) as fibre: it turns out that these are classified by an 
3 inval"iant. k

3 
E H (X

1
;n

2
). And then, over the total space Xz of this 

fibration, another fibratlon with K(n
3 

,3) as fibre, determined by an 
4 invarlanL k 4 EH (X

2
;n 2 ), and so on . 

Theol"em. Each space has the homotopy type of a unique Postnikou tower-, 
.s•o it.s: homatapy lffY-ou.ps and Po.sln.ik.ou in.vari.ants char-acter-i-:i::e itot.• 
homotopy type. 

Generalizlns the idea of cohomolo~y operations Mas:s:ey and Adcm 
consldered some conditionally defined "secondary" operations which are 
classl!led by som c cp ec l a l Postnlkov towers . 

•·' 

Commen.t s 

( 1) Expos~ 20 of same year is also by Serre and deals wi th homat.opy 
opel'at.ions: [in possibly many variables] of G .Whit.ehea4 etc., and 
Hilt.on's theorem reaarding homotopy groups of bouquets of spheres. 

lt is curious that the cohomology aroups of Ei 1 enberg-Haclane spaces, 
whlch are spaces with just one non-trivial homotopy group, are 
responsi bl e f or cohomoloey operat ions, whi 1 e the homotopy groups o f 
spheres, which are spaces wi th just one non-trivial cohomology group, 
are responsible !or homotopy operatlons. 
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(2) Cohomoloay operations HP(X;n) x Hq(X;y.i) -.:..+ H8 (X;8) of two variables 
(possibly all of them?] are determined by maps K(n ,p) x K(~ ,q) -1> 

K(8,s), which constitute H
8

(K(n,p) x K(y.i,q);8), which' can be calculated 
by uslng the Kunneth f ormula. 

(3) Serre also shows in first § how, upto homotopy type, each map can 
be replaced by either an inc1usion or a fibration: usina naapping 
cyclindel"s or pat.h/loop spaces respectlvely. Such constructlons are 
baslc for proofs of homotopy theory. 
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SET THEORY 

Halmos's book, Naiue s~t Theory, which is written in the usual informal 
[but formalizable] language of mathematics, gives all that one usually 
needs from thls body of facts: 

(1) Letters [usually roman small, capital, or scrlpt] will denote sets, 
an undefined notion [like e.g. "poirit" in aeometry] and x"" A will be 
l:'ead as: x b~longs to A, or, x is an elen.era.t of A: and assumed to have 
the following property . 

.Axiom ot: exte1u.:iu11. St!d.!:.· A an.d B a~·-t- .s•ame ·if f .x E A 4+ x c B. 

This sameness or equality of A and B will be denoted A = B, while 
int.:h.&hhth A s B [or that A is a suh!!ö~~t. of B] will mean that only x € A _,. 
x c B holds. Thu ~ above axiom says: A = B iff A ~ B a11.d B ~ A, which of 
course ls the common way of checking the coincidence of seta. 

C2) An equally common way of deflnlng new sets is the following. 

Axiom oC- specific.tALio11. If A is a set then., foi·· t-ac.11 condition S (x ), 
ther-e i.s• a set B f; A wll.i<:h con.sists pr-ecisely of tho.c:.•P. e1.&m&nf,c;,o x of A 
fcn· 'U>hi.:.h thc..: c..undit i.on S ( x) is• tru,o. . 

This set B is also deno Led by {x e A : S(x)}. Note tha.t the a.xiom of 
extension shows that this set is uniquely determined by A and the given 
conditlon. 

Mor·e pr·eclsely the above condltlon S(x) is a s:entence, built up from the 
at.omic s:entences of the type A = B and x e A, by usina the logical 
connect i ves an~, <'>I", .,....-.t , ~, V, 3 wi th at 1 east one occurenc e o f x 
1:1t.?t.?, l . e . nol. pr · , 1 ,c1,,, 1 h „ V or· 3. 

Ue use A ~ B for not(A = B), x ~ A fol:' not(x E A), etc. 

'l'huu1•t.H11o J,·or- any A, o-ru„• hu~· y = {X <:... A : X ~ X} l2' A. 

" Proof. 
;;!: y. 

If we had y E A, then y 'P! y implies y e y while y e y implies y 
q.e.d. •·' 

Thus the existence of a "universe", i.e. "a set containing all sets", 
leads to a contradiction, which is called Russell"~ p.ui·udox. 

'k.emar·k. Such wi~·t.·l.!:.· [like a "universe": also see (20) and (25)] are 
called "classes" in the treatment of set theory given in Kelley 's 
appendix. However cla.s•.s• and colle?-ction are more frequently used simply 
as synonyms for set. 

Though in general {x: S(x)} will have no meaning, we will consider lt as 
equivalent to {x e A: S(x)} when the condition S(x) implies x e A. In 
this case we'll say that the set {x: S(x)} is vell-dettned. 

!3) The next axiom ensures in particular that there ls a set. 
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Axiom ot: pai.-.h"ag. Ther·e E.•x.i.sd~· a .s·et A b.>hich has €iven set.s· u and v a.s• 
element.s'. 

Of course such an A may have other elements also, but its subset {x e A: 
x = u or x = v}, has pt'ecisely u and v. This set, which is uniquely 
dei.ermi.ned by u and v, ls denoted {u,v}, and called an unol"del"ed p~11". 

If v ~ u, th<~ pair· {u,u} is also wr·Jt Ler• {u} and cal 1 ed a slnglet.on. 

Take any RCL A [it exists by virtue of the ahove]. 
?' x} is called the empty s~i. 0 [because it has 
uniqueness of 0 follows frorn the axiom of extension. 

Its subscl. {x E. A: x 
no ele:mPnt~•J: the 

(4) Given a ncmem,:li.V set t"> of sets, the int,e1„set::t,ton of the membet' sets 
of ~ is definP.<l by using the axiom of specif ication to cut down any one 
of them to the subset whose elements lie in all of them: by the axiom 
of extension this set is uniquely detet'mined by g: it is denoted by n ~. 

n {X: XE~}, nXE~ X etc., with An B beina the pt'efet't'ed notation when 

~ = {A,B}. 

Axiom oC unions. Git.>en auy .!.'L•l ~ u f .s.·~ls.· there ex.ists an.other which 
ccmtains all their- elt!!'ments. 

Agaln, by usina the axiom of specifical:inn, we can cut down to the 
subset cont.aining just these elements, and, by the axiom of ext.en,rJion 
th i s uniora of the rnembet' sets of ~, is uniquely detet'mined by ~. 

The parallel notations fot' the union of the membet' sets of a collection 
~ of sets are U ~, U {X: X E ~}, UXc~ X, AU B, etc. 

Slnce {a,b} = {a} U {b}, we aenet'alize the notion of unordered pairs to 
ua.01·d~1·ud t.r•ipleR, etc., by defining {a,b,c} = {a} U {b} U {c}, etc. 
[there is no need to put extt'a parantheses on the riaht because of the 
easlly checked "associativity" of unions]. 

(5) Before writina down the next axiorn we note that we already have 
enough tools in band to do the usual al€ebr·a of stets: distrlbutivity of 
union [ int ersect i on] over int ersect ions [ unions] , d~ Mor·can•.!.- law.!:.· 
regarding complements A - B = {x E A: x ~ B} [also denoted B' in case A 
is understood], fJoolean. addition AAB = (A-B)U(B-A)] ;·'etc. 

Axiom oC powe>r•s. Git..)en any set X there tF..•xi.stts an.other- which ha.s· all 
subsets of X as its elements. 

The power• sut. .1-'(X) will be the unique set whose elements are precisely 
all the subsets of X. 

(6) Ol'der•ed pair•s are defined, somewhat surprisine.ly, by (a,b) = 
{{a},{a,b}}, the justlflcatlon beins the followlng. 

Theorem. <i) ( a, b) = ( u , v) if and on.ly if a = u and b = v. 
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CU) The c:a.r•testan produc:t A x B = { x: x = ( u, v) , u e A, v e 
B} is.• a u>€.•ll-de fin.ed st?t. 

OU> If R is a r•ela.tton. i.e. a .s:et wh.ose element.s;• ar-e 
order-ed pair-s·, then. 

dom(R) = {a: 3 b s.t. (a,b) c R} w„1 r-an(R) = {b: 3 a s.t. (a,b) c.. R} 

al··e wt-lt- de fütüd &·L·t~. und R S dom ( R) x r-an ( R ). 

-
Proo~ (i) needs a straiahtforward verification. 

(ii) follows from the 
that the condition x = (u,v), 
the set :J>(~(A U B)). 

definition of 
u .e A, V €. B 

ordercd 
implies 

pair, whi eh shows 
that x belon~s to 

(iii) follows again from this definltion because lt implies that 
any a [resp. b] such that (a,b) e R for some b [resp. (a,b) e R for some 
a] belongs to the set U U R. q.L•.d. 

(7-10) Bes ides the usual f acts pertaining to [ compos i t ions etc. o f] 
relatlons, the following notlons are lmportant. 

A par•titton ~ of a set X is a set of subsets whose pair-wise 
lntersections are empty, and whose union is X. Correspondinaly we have 
the equtva.lence relation R s X x X consistina of all (u,v) such that u 
and v belong to the same member of ~. 

Another important kind of relation, called a :tunction, and denoted f: A 
- , B, or x 1- > f(x), x e A, is a subset f s A x B with dom(f) = A and 
such that for each a € A, there is a unique b <E B such that (a, b) € f. 
Sometlmes thls unlque b ls denoted b , and lt is convenient to thJnk of 

a 
the funct i on f as a :ta:mily { b } ind-e-xed by the members a o f A. I f C s 

a 
A, then fjC will denote the r-e.c-drictio'l't of tlHi fu11 r. I ion f; A--> B to C. 

Givon any family {B }, a c A, of sets, 
a 

we can then look at the set of 

all f ami 1 i es { b } , a E A, w i th b 
a a 

E B 
a 

for all a. 

the ca1··testan p1··oduct o:t the :tamtly {B } a of sets, 

This set is called 

and is denoted by 

lJhen A is an ordered pair this notion 

identifies in an obvious way wlth the A x B of (6). 
... 

Assoclated to each function f: A ~ B there is an induced function f: 
9•(A) -+ $'(B) which assoclates to each subset of A lts imaiffe in B under 

f, and also an induced function f-l: :J> (B) --+ :J' (A) which 'associates to 
each subset of B i ts preimace in A under f. -The latter commutes wi th 
unions, intersections, and relative complements, while the former 
commutes ln general only wlth unions. 

+ + 
(if) The s:U<!ce!'::sor• x of a set x is def i rrnd by x = x U {x}. The empty 
set 0 is also called zel-o, its successor is called one, and one's 
successor ls called two, and two's thr•ec, and so on. lJe adopt the usual 
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notation 0, 1, 2, 3, ... , 

Axiom o'f" inf'init.y. There exi.s:t.s.· a .s.·et A .s·uch that 0 e A and for- which x 
+ 

E A -+ x E A hold.s:. 

The above axiorn implies that there is 
all natural numbers. and that w is 
rnentloned in the axlorn. 

a set w consi$"1.ing precisely of 
the smallest set of the kind 

Families {b }, a e n, having as indexin~ set sorne natural nurnber n, are 
a 

called :t'tnlt.e sequences:~ while .families {ba}, a .e w, indexed by the set 

w of all natural nurnbers are called sequences:. 

<12) The fact that w•is the smallest set obey~ng the axiom of infinity 
has the following immediate but lmportant consequence. 

Pr•inciple o'f" mat.hemat.ical inductton. 
+ 

I f a .s.•ub.s:€'t S o f w sati.s: fies 0 E 

S, and n E S -+ n E s. then S = w. 

Pr-oofs using this fact are called inductiu€' proofs. 

For exarnpl e to prove that w is: a transitive se<t , i. e. that x e y E w 
irnplies x ~ w, it obviously satisf ies to show that all natural nurnbers 
are transitive sets, and this follows by notin~ that the set S of all 
transitive natural numbers obeys the above requlrements and so colncldes 
with w. 

+ 
lt can be checked that the above hypotheses "O e S and n e: S -+ n c S" 
are equiv<1lent to "n s S ~ n c S". [Anticipating the definition of 
order of natural numbers given in (13) this says "if all numbers less 
than n are in S, then so is S": lt is this reforrnula-1 iori of induction 
whlch is generalized in (17) to all well ordered seLH.] 

The followine. result [whose proof also uses inducti011] is the basis of 
all indw:.lh„L [= recursive] dt=-f1n1Hrms·. 

a unique functfrm u : w ~ X obeyin,ig u ( 0) 
n E ü>. 

+ = a and u(n ) = 

•·' 

f(u(n)) for all 

Proo~ Ve'll show in fact that u is the intersection of the [obviously 
nonernpty] set ~ of all those subsets A of w ~ X which contain (0,a) and 

+ obey (n,x) e A-+ (n ,f(x)) E A. 

For this note that u itself is in ~. so it suflices to prove that lt is 
a function. For this we apply the principle of mathernatical induction 
to the set S of all natural numbers n for which lt is true that (n,x) E 
u for at most one x. q.e.d. 

<13) In w addit.ion of m [tobe denoted by n 1--4 n + m] is defined tobe 
+ + 

the recursive functlon u: w ~ w obeylng u(O) = m and u(n ) = (u(n)) 
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Having defined this, we can define mult.iplicat.ton by 111 [to be denoted by 
n 1-+ n . 111) as the recursive function v: w -.. w obeying v(O) = O and 

+ 
v(n ) = u(n) + m. 

Next, r·a.isine, to 111th pow-r· [tobe denoted by n 1-) n 111
] is defined to be 

+ the recursive function v : w 1- - > w obeying w(O) = 1 and w(n) "1(n) . m. 

The usual rul es of cu ~ tl „ •. l~ u.c.. frt w can now be checked. 

The usual or•der• < of w is the subset of w x w consisting of all (m,n) 
such that 111 € n. Since natural numbers are transitive sets the 
corresponding weak relation ::s; is equivalent to m ~ n, and thus is a 
pa1·t.ial 01·de1•, i. e. is a r ef l exi ve, anti symmetr i c, and transitive 
relat ion. In f act i t is a t.ot.al or-der·, i. e. one. also has n :S m or m s n 
for all m,n E: w. 

[For the last verification Halmos suggests using 
pr-oved inductively in §12 of book· "If m .e n then 

m". He used this lemma to check n+ = m+ ~ n = m In 
propcr-ty of w, amongst those listed in §12 of book 
of w, which is not immediate fr-om the definition of 

the following Lerruna 
we can not have n ~ 

w: which is the sole 
as the Pea.n.o a.xion&& 
w.] 

Of course w is eqt.tlvalent., i.e. related by a one-one onto function, to 
some proper subsets, but it can be checked inductively that no natural 
number has this strange property. Finit.e s:et.s A ar-e those whi eh ar-e 
equl valent to some natural number. This number- can b e s een t o b e 
unlquely deter-mined by A, and is called the number• of' element.s #(A) in 
the finite set A. Inf'inite sets are those which are not finite sets. 

<14) The ter-minology for partially or-der-ed s:etE: A [i.e. ordered pairs 
(A, (~) s A x A)] is 111ostly self-explanatory, but note that the 
[initial] se~u..c1·at.. s(a) determined by an a € A, which consists of all x < 
a, should be distinguished fr-om the corresponding weak s:egment. !t(a) 
whi eh also has a in i t, and again not e that a la.1-.ges:t. elen~ut.. m i s one 
for which x :::;; m is always true, while a maximal element. 111 is one for 
which the m < x ls never true. 

Ct5> By 
„ choic~, 

an 
i. e. 

induction 
that the 

on n i t is easy to prove t h e Cini t,9 axiom of" 
cartesian product X A 

iE:n 1 
o f an y f in lt e f am i 1 y 

{A.}, 1 E n, of sets is empty if [this is the trivial part, and is true 
l 

even without finiteness] and only if [this is somewhat non-trivial] at 
least one of the sets A

1 
is empty. 

Many interesting facts of mathematics however require tne following 
generalizatlon of the above result. 

Alt ern n l.i v~ l:y, any noncmp1.y set 8 of nonempty sets admits a e h "' 
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lO''; tf ..-.n , i.e. a fund. iort f : ~-+ u ~ obeyine f(A) <:.. A f or ,1 1 1 AE ~. 

r-oof. Choose any choice function f for the collec tion X of all 
nonempty aubsete of X. 

Next, let ~ be the collection of all finite subsets of X, and define g: 
~ · > ~ by s ( A) = A U { f (X - A)} . 

+ By recursion \.f(l d(!finn l.ho fu n ction u: l0·- > ~ obeyin~ u(O) = 0 a.nd u(n ) 
= g(u(n)). This function u can be seen tobe one-one. q.~ .d . 

An easy corollary is that, like <..), every infinite set is equivalent to 
some proper subset. Tt:ds shows that our definition of infinite set 
coincides with that of Dedekind: a set is infinite iff it is equü.1alent 
to .s•ome prDp~r- .s-ubset. 

(16> Hany mathematical applications of the axiom of choice are made via 
the following intermediary. 

:zo ... n~s lemma. I f every totally ordered subset o f the nonempty partially 
or-dered set X has an upper- bound in X. then X has a maximal element. 

Pr-oof sketch. By cons ider ing ~(.' , the s et o f a.11 subs ets o f X whi eh are 
subsets of weak initial sesments of X, one can see that lt would suff lce 
to prove the above result when the partial order is inc l.u :-,d on. on X, a 
nonerupty set of subsets of a nonempty set X for which y ~ x e X ~ y E X 
holds, and whlch ls such that the unlon of any totally ordered subset of 
X ls also ln X. 

Define a function a: X-+ X by mappina each A to A unless by adjoining 
some element of X-A to A we can aet a biaaer set of X • In all such 

cases we map A to AU f(A), where f is a choice function for the set of 

all nonempty subsets of X, and A is the nonempty subset of X-A 
consisting of all elements whose adjunction to A gives a biaaer subset 
of X. Uhat we need to show is that there is at least one A for which 
the flrst case, i.e. g(A) = A, occurs. 

~ For this purpose consider all subsets of X which contain 0, which are 
preserved by g, and which are such that the union of each totally 
ordered subset is also in i t. One checke that the .. interaect ion of this 
collectlon, which also surely obeys all these conditions, is in fact 
totally ordered. Then the union A of this totally ordered set is 
checked to obey g(A) = A. q.e.d. 

Conver-sely, a much easier argurnent shows that Zorn's lemma- implies the 
axiom of choice . 

(1 '/) A partially ordered set is called 'W . ', 'H'~t~ •t •ed if euer-).> nono111pty 
subse t has a smallest elcrn ot1I Note that this is a much stronaer 
requirement than demandina that it be totally ordered, i. e. that any 
subset havlns tu,~ element&- has a smallest element. 
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However, one can check that each totally or-der-ed set ha.s· a co:f'inal well 
or-der-ed subset, i.e. one having an element dominating any given element 
of the blgger set. 

Pr•in<:lJJle of" t1•ill•~-· fini t e induct.ior1. lf S i~.· a ·'•ul1.!c• L·l u f a u>l?ll 01··dert:..•d 
Std. lJ o b e yins: s ( x) ~ S => x (._ S f tw u 1.t. x c lJ, then S = lJ. 

Proof. Otherwise the smallest element x of the nonempty set lJ - S is 
outside S while its initial segment s(x) is contained in S. q.e.d. 

This aeneralization of induction is valuable because, besides w, there 
are well order e d scts galore. 

Pr·oof. Use Zorn' s 1 emma on the s et o f al 1 wel 1 order ed subsets o f the 
glven set, equipped wlth the partial order of being an initial segment. 
A maximal element must be a well orderina of the entire set, for 
otherwlse we could lengthen this maximal element by sticking on a new 
el ement at the end. q .e.d. 

(18) In the following generalization of the recursion theorem to all 
well ordered sets lJ, XlJ denotes the set of all functions with domain any 

initial segment of lJ, and range in X. 

'l'r•aub:.C-i.uiLc t•ecur·s:ion t.heor-em. Giueon a func.: No'tL f : XlJ --+ X, ther-e ex.ü:.d.!c:.· 

a unique function u : lJ --+ X obe-yin,g u ( x) = f ( u 1 s ( x) ) for- all x e lJ. 

Its proof uses a collectlon ~ of subsets of lJ x X defined analogously to 
that in the proof of the recursion theorem, whose intersection is 
verified, via transfinite induction, to be a function. 

Two wel 1 ordered [ or even partial ly ordered] s ets are cal 1 ed sindlar· i f 
there is an order preserving bijection, or similal"it.y, between them. 

Compar•abillt.y t.heor•em. If two u>ell ar-der-ed sets ar-e- similar- then ther-e 
is a unique sim.ilar-ity bctwt:..•cn them, and if they ar-e not s:im.ilar- then 
ex.actly one of them i.s• similar- to an initial se,gment af the other-. 

Proof .s:ketch. The key point is to check that a simi lari ty f from lJ onto 
a subset of lJ must obey a :S f (a) for all a <=: lJ. X.his gives the f irst 
part, and also shows that a well ordered set is never similar to any of 
l ts initial s egments. To compl et e the proof o f the s econd part a 
transfinite recurslon is used to deflne a similarity of one of sets with 
an initial segment of the other. q.e.d. 

(19> Fol lowing von Neun-.anu. we def ine an ol"dinal numbei:· a as a wel 1 
ordered set in which each element x is equal to its segment s(x). 

As per the above definition, the underlying set of an ordinal a is 
obvlously uery special. Note also that the order- of oi is uniquely 
deter-m.ined by its tmder-lyins: set: this follows because any partial order 
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is determined by its initial segments, but now these coincide with the 
elements of the set. 

Examr-•les of ordin.als. The natural nurnbers and w ar~ ordinals. Also 

note that 
continuatJon 
w+l, U)+Z, 

if 
of 

et is an 
the wel 1 

ordina.l, 
ordering. 

then so 
These 

+ 
is a "'i th the obv iou l"I 

called successors of w are 

To set more ordlnals we use the followlng slmple fact, which is known to 
be independent of the previous axioms. 

Axiom of' s:ubs:t.it.ut.ion. 
{ b : S ( a , b ) }. a e A, ist a 
fun.ction. . . 

Let S(a, b) be 
we-ll-defin.ed stet . 

a .s·e;.·nten.ce 
Then a t--+ 

.s·uch that eac.h 
{ b : S ( a , b ) } is a 

[The argument "a t--+ {b:S(a,b)} is a function because lt takes values in 
the union of the singletons {{b:S(a,b)}}" is erroneous because such a 
"union" is defined only for families [= functions] {{b:S(a,b)}}, a E A, 
and the existence of such a function begs the question asked.] 

Mu~ v t..•xumples of ordin.als. Using above axlom we see that there is a 
funct Ion on w such that n t--+ lo\+n = { b: b .e w or b is the l th succesor 
of w f or some OS isn}. The the uni on o f w and the range o f this 
functlon, when equipped with the obvious ordering, is an ordinal, which 
is denoted w.Z. Its successors give w.Z + 1, w.2 + 2, Next, the 
union of w.Z, and the range of the function n i---+ w. Z + n, yields w. 3, 

Havlng defined w.n, we can now make a similar use of the function 

n t--+ w.n to define w
2 , , etc., etc. 

<20> Theor•em. The relation o f beinc an initial .secmen.t well orde-r.s any 
s~t ;:.f c•rdinl'2ls. 

Proof. Note that each el ement { , or equi valent l y each initial s egrnent 
s(t), of an ordinal oi, is also an ordinal under the restricted order, 
and that its least upper bound in oi is ~. 

Us ing this an easy transfinite induct i on shows that 
similarity between two ordinals iff they coincide, 
similarity has to be the identity map. 

one can have a 
and then the 

If two ordinals are not similar, then the comparability theorem gives a 
slmilarlty from one of these well ordered sets ontq~ an initial segment 
of the other, and same argument shows that the f irst ordinal coincides 
wlth thls initial segment of the second. 

So any set of ordinals is totally ordered. A small extra argument is 
needed to check that in fact it is well ordered. q.e.d. 

Supr-.: ... no\„mi. u'f a. s:et. of' or•dinals:. By this we mean their union equipped with 
the obvious ordering under which each of the given ordinals becomes an 
initial segment of this. lt is easily verified that this indeed 
gives an ordinal, and is the smallest ordinal ~ all the given ordinals. 
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lt is false that "the set of all 
contradict ion, cal 1 ed the Bur·alt-Fol"t.i 
such a set would be an ordinal ;::: all 
lts successor ls still blgger. 

ordinals" exists. Otherwise, a 
pal"adox, follows: the supremum of 
ordinals, which · is silly, because 

Counting theorem. 
or-dinal or-d (lJ) . 

Each well or-der-ed s:et lJ i.s: .s:imilar- to a unique 

The uniqueness is immediate from the above, the existence is not hard 
and uses axiom of substitution and transfinite induction. 

(21) lt is often useful [e.g. iri the following definitions] to replace 
a family B , a E A, by the family B , a e A of pair-wise disjoint sets, 

a -a 
obtained by replacing each B by a copy B = B x {a} . a -a a 

The !iöUl11 tJ4+(1 o'f' or•dinals: is the ordinal correspondlng to "lJ followed by 
U", where lJ and U are any disjoint well ordered sets such that ord(lJ) = 
a and ord(U) = ß. lJhen a and ß are natural numbers this definition can 
be seen to colncide with that of (13). 

The pl"oduct. a.ß of 01'-dinals: is the ordinal corresponding to "lJ repeated 
U times", where again ord(lJ) = a and ord(U) = ß. Hore precisely we take 
a pairwise disjoint family lJ , u € U, of copies of the well ordered set 

u 
lJ, form its union U uCTJ ), and equip this union with the order defined 

UE U 

as follows: if a e lJ. and b e lJ. then a < b means either i < j or else i 
l J 

= j and a < b in 1J „ = 
l 

1J •. 
J 

Slnce U U(lJ ) = lJ x U, thls is same as saylng a.ß as the ordinal number 
UE U 

of the well ordered set obtained by equipping the cartesian product lJ x 
U wlth the r•ever;;;.~ k.:.,.,.i.\.::us1t•aphlc ol"der• (a,i) < (b,j) iff i < j or i = j 
and a <b. lJhen a and ß are natural numbers this product can be seen to 
colncide wlth that of (13). 

1"ht:.· ari.thmetic o f or-dinals comes with .s.:ome S"tn·p~·-is:e-s : on e has e. g. 1 +w 
+ 

~ w+1 [the left side is w, whlle rlght slde ls w ], 2.w ~ w.2 [the left 
side is w, while the right side is the ordinal w 2 of (19)], and so 
(1+1).w ~ w.(1+1). On the other hand many other laws of the arithmetlc 
of w have expected generalizations. 

"' 

l+'a1 · H~na:;:. 

w 
pow~r· 2 
2 . 2 . 2 • 

In ordinal ari1.h11wLic: it is natural to define the 01•Jl-.~i 

as the ordlnal obtained as the supremum of the ordinals 2, 2.2, 
Note that its underlying set, being a countable union of 

finite s ets is obv ious 1 y countabl e. On the other hand th~ notat ion ~ 
is also frequently used for the [unordered] set of all functions from w 
to 2, whlch, as we'll see later, ls not countable. 

C22) Equipplng two given sets with any vell orderings, and using the 
comparablllty theorem, ve see that they are A fortlorl comparable in the 
weaker- sense that one o f them must be equi valent to a subset o f the 
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other. This "I"elation" [in the "set of all sets"] is obviously 
fuI"thermore it is reflexive a.nd transitive in the usua.l sense, 

antlsymmetrlc in the sense of the followlng. 

Sc:hl'oeder·-Ber-nstein Theor•em. If A is equiualen.t to a sub.sei of B. and B 
to a subset of A. thc.-n A and B are equivalent to each other. 

Proof. lJe are given an injection f: A-+ B, and another g: B - ) A, 'We 

want to define a bi jection A ~ > B. 

Let AA s A be the subset of elements yi~h "Adam" in A. ["FatheI"" being 

an element of B 'Whose g-image is 
father, i.e. an element of A whose 
Likewise let AB s A be the disjoint 

lJhat remains, "the non-~hristians", 

three subsets. 

the el ement, "gI"andf atheI"" being i ts 
f-image is this new elewment, .] 
subset of elements with "Adam" in B. 

form A . 
00 

Similarly partitlon B into 

The I"estrictions of f a.nd a. respectively, are bijections AA +----+ BA and 

AB ~ BB. And the restI"iction of either f or g gives a bijection ~ 

.f- > B . q.ü.d. 
(J) 

(23) RL· <..:outLlubk· o!..·<:ü.·, i.e. those which ar-e finite OI" else equivalent 
to w, one checks that: countable unions of countable sets ar-e countable, 
so cart es ian product o f two countabl e s ets i s countabl e. etc. , etc. 

However the most interesting fact is that not all sets are countable, in 
fact one has the followlns. 

Cant.or•~s t.he-01•<!m. 
.s:ub.sets. 

A s·c...·t i.s: never equivalen.t ta ttu_• o!..·tA u J all it.s 

Proaf. If ther-e weI"e a bijection f: X-+ :1' (X). then in particular we 
would have some a e X such that f(a) = {x .s X: x is not an element of 
f(x)}. For such an a both possibilities "a is in f(a)" and "a is not in 
f ( a)" 1 ead to contradi et ions. q.e.d. 

(24) Cardinal arithm.E..tic, i. e. r- el at i ons between cardinal number-s, can 
„be studi ed wi thout knowing what ca.rdinal numbers a a.re, or what one 
means when one says ca.rd (A) = a, i. e. that cardinal i ty o f A i s a.. 
[These definitions are in (25) below.] lJe simply' need to know [as 
follows easily from the definition in (25)) that card(A) ~ card(B) iff A 
ls equlvalent to a. subset of B, and that card(A) = card(B) iff A is 
equlvalent to B. 

·-So in terms of cardin;il numbers the Schroeder-Bernstein theorem says a ~ 
b and b ~ a. iff a = b. 

Sum a.+b of" c:ar•dinals is given by a+b = card(A U B), where A a.nd B a.re 
dlsjolnt sets such that a = card(A) and b = card(B). 

Pr-cdt?ct a.b cf' c~r-d1!'°'"-61c- is cardinality of "A a.dded to itself B times" 
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i.e. card(A x B). 

b 
Power-s a ot cat•diraals i s 

B itself B times" i.e. card(A ). 

cardinal i ty o f "A multiplied with 

There are again some surprises: for infinite cardina ls one gets a+a = a 
and a.a = a, and one has a+b = max{a,b} when right side is an infinite 
cardlnal. 

(25) An ordinal number a is called a car·dinal number• iff lt is not 
equivalent to any smaller ordinal number. A set A is said to have 
car·dinalit.y a, and we write a =- card(A), iff A is equivalent to the 
cardinal number a. [In other words out of all ordinal numbers arising 
from the various well orderings of A the smallest one is called the 
cardinal number of A.] 

Uhen A is a finite set then card(A) = ord(A) = t(A). 

Ordinal arithmetic and cardinal arithmetic are two differ~n.t 
general lzat 1 ot1R o f the ar i thm c !. .i c o f natural nurnbers. i. e. even though 
though the arena o f ord inal ar i thmeti c i s larger than tha t o f card inal 
arlthrnHLic, the latter is def.initely not a restr·lction of the former. 
For example, w and 2 are cardin a l s whose ordinal sum w+2 is not a 
cardinal while the cardinal sum, also unfortunately denoted w+2, equals 

the cardinal w. Likewise, the ordinal power ~ of these cardinals is 
not a cardinal, and should not be confused wi th the cardinal power, 

which too is unfortunately denoted by 2w. 

lt is false that "the set of all cardinals" exists. Otherwise, a 
contradiction, called the Cant.or- par•adox, follows: the supremum of such 
a set would be an ordinal ~ all cardinals, and the least of all such 
ordinals will be a cardinal 2 all cardinals, which is silly, because the 
cardinallty of its power set ls still bigger. 

There is an established notation for the members of the well ordered 
"unset" of all infinite cardinals. The least one of these [i.e. l>.>] is 
cal 1 ed aleph-zer•o. The next one [ l. e. the 1 east non-countable ordlnal 

n] is called aleph-one. The continuum hypothesi&: is that n = fl. More 
~ general 1 y, the definit ion o f the •n th al eph" l(j any ordinal] i s the 

expected one, and the "seneralized continuum hypothesls" states that the 
"(ß+l)th aleph has the cardinality of the power set pf the ßth aleph". 

Commen.ts 

(1) lt seems that well ordering is the key concept required to 
gener-alize the notion of sh·i:ftin.c to infinite simplicial sets. 

(2) There ls posslbillty too of transfinite generalizations of theorems 
like the Kneser• conjecture. 
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GE:NHkAL TOl·OLOGY 

From the book by Kelley: 

<t> By a topolo{;y :r is:i meant a set of sets closed \tlith respect to 
arbitrary unlons and finite intersections. 

One says then that .r is a topolo15y on the set X = U :r, and the pair 
(X,..:/) (or even X, if :r is understood) is called a topolo15ical .s·pace . 
The members of :r are cal l ed the ope11. sc..?ts o f thi s spac e. 

Thos a subset ..:! of the µo.!.·cl .1'(X), of all subsets of X under ~, is a 
topology on X, iff it ls closecl 'With respect to . .sup~··em.unt6 of arbitrary 
subsets, and ·infünwnR of finite subsels . Note also that the lt!asl 
c..·l..;.m~:·nt o and the bi.b:::-··· ·~ ._ .. ,,.„.„, X of 'l•(X) are contained in any 
topology ..:! on X. 

<::>.> Th..;- po.s·L.·l (under S) of all ti:::•pr:•li..•S;·il':.„'tl' <.m X has as least element 
the i11disc:1·pt~ t .opr.Jogy :r = {0,X}, and as biggest element the dhsc..:;r•t..!L~· 

topology .1>(X). Furth et'roore each subs et o f thls pos et has an inf imum, 
given by the intersection of the given topologles, as \tlell as a 
supreioorn, g.iven by the inter·s1·f'I io11 of all topologies \tlhich contain the 
glven topolneies. 

In this context note 
{a}, {a,b,c}} awi {0, 

that 
{b}. 

the union 
{a,b,c}} 

of t'Wo topologie;: - e.g. of (} . 
neP.d riol. bn a 1.opology. 

Givon any Y s .f'(X), the topology :r tf:t?n.ei··ated by Y. or the topology 
having Y as a subb&sC>. is the intersection of the topologies containgY', 
and is easily verified to consist of all unions from the set $ of all 
finite intersections from Y. A set $ ~ .1>(X) of this type is said to be 
a bas:e f o r :r . 

(3) Ye equip the power set .1>(X) [of a nonempty X] with the [free] order 
reversing ÜP _. ) J „· .~· i: ·l•(X) --) J°'(X), i„ i = 1, \tlhich assoclates to each 
A it~: ('1>1111 1 · 1 1: \ ' l\l!rn, 1m:1 p: .1'(X) > :P(X) sur.h thrit pop = p, will 
be call ed an i<l•·'"i ' 1„~d or p r· .-·)"•(-+;,-„„ .-.:„-„.,,.1„.~-- of ..Z•(X) . Note that the 

„ com1 P"Q of two. co111rnutine idempoten1.f: p and q is also an 
idmnpol.eril.. 

For a top •> l o c:, icd l spi1.ce X, the co111pl f"1t-11 l ,1 U' of its open set!1 U are 
callod it~ cluo. ..... .J ~~~~, anci its .... &~~·~- ~a~··•&,t ....... & cl: ~: (X) ~(X) is 
defined by cl(A) = intersection of all closed sets containing A. 

If p: ,(X) -~ .1>(X) ls the closure operator of a topology ·on X, then it 
ls easily seen tbA.t A ~ p(A), p> p = p, p~..,) = 0, and tlwl p is 
o-r·d,.:.>··· Ji>··„:•.s·.:-ruü~b, i. e. A ~= B ·> p(A) c. p(B): in fac-L p even prc·.-.„. , .. L . •' 

.s·u:•1·--m·w,f,' ·· uf füd.l .... • ~•uh~·,_•l ,-.·, i. e . p(A u H) = p(A) U p(B) V A, B €- .:l'(X). 

k .\...• • •• ! „ t•h't'<„ i lt..;. ···l- ... ... . „ ... ··-
pr-,,)! "r · I-:, ..... '"•:·~, ,~ ,_, ~ .„, 1-· 

S"t l [ ~I .1._ 111 • 11\.l •': .r •. f- J -,1 . ,/ 

113 

rt: ~• „ t " ' . 
... -·· 

" 1 ' ' .. . • 



"1 

P>·(J; •f To check that F ;::-.. :1.' (X) is a fL ... „-•. ' : • ' of the non - de c1 \ .i~. i r1...;, 

roap p: ..'J•(X) - > ~T'(X) it suffic:e:~ to verify p(F):;. F Note fu1-thPt that 
the set :!F = {F *:: .1'(X): F = p(F)} of theno fixecl poi11.ts conlainf1 0 and X, 
and is obvlously closed wlth respect to finite unions. 

Since p is order-preservine it follows that, for any.Jlf s: S:, p~)S: p(A) 
= A VA<::. S:, thus yielding p(r'v:f) ~ n ... lt/. So.'!F is also closed with respect 
tu ad.d tr·ar·y inl cr:·i<·1 1 ion:. n. :r = {U E .~(X): U' ~ !r} is a topology 
on X. 

To see p(A) = cl(A) = n {FE .9:: F => B}, note that one of tbe F's in fF' 
whidi co1il.H.i11n :\ i t• p(i\), and all other such F's n.r·e blge<~t:". q . .:..„d. 

Clearly the c:onjueat~ i<>poi of any idempotent p of .1'(X) is also an 
idempotent, e.g. for a topological space X, its int.er·icu· upu...: .• Lor• int: 
..'l'(X) --+ .1-'(X), which associates to each A the union of all open sets 
contaJned in A, is the conjugate of itA closure operator. Easy exKmplen 
show that lnt and cl necd n.ot commute with each other. 

The .s-f.„•tn-i„snn111 S (under „) generated by an idempotent p of :f.• (X), and the p 
lnvolutlon i, consists of all sel f-rnapn of :l' (X) obtainable by an 
alternatlng compositions .. o i.::.po io .. of these two maps. Clearly the 
sernigroup of p coincides with that of its conjugate . The Kui··at,owgki 
semigr·oup of a topological spacc X i!1 dnfirlC)d by .:.(X) =- Scl = Sint" 

A priori it is not even clear that 
finit~ semigroup, so the following, 
Kuratowskl's thesis, is very striklng. 

this topological 
which too was 

invariant is a 
essentially in 

Thecn•em. F or- üti.Y topolocic„:zl .s.'pace X th~ s~1.f- m.<1(1· c l <> in t o f :J" (X), an.d 
it.s· conJu€att..• in t" c 1 , 01 t:.: id€ . .>tEl{.•ote-nt.s· o f .1' (X) • Fm·-th1;.·rmore. tllo? 
t:_,,.„.„ j ',·--.·h><C• I:„; C"'.::.Yn~ ~„„.„.-„„,„ s (X) C1_f ,,.-n·l '\ „ +,„r„„·„'Jr„;<'-I ,-. .-,1 c-1.r„.~···h~-,c. X h,.., C• nl vn, .... c•J 1 4 

E.·lemE.·nt.~·. 

l't·oof. The first part follows by using the fact that while the order 
preser·vine idempotent cl is "-.•Xf'·..,1vn ·~.·, A ':.. cl(A), the order preservine 
id(!rnpotent int is c:ou/,.,-,,-fb~.t:, A ;..:> int ('A). 

Thus our sernigroup S , p = cl, has, besides p and i•p•i, the idempotents 
p 

poiopoi and iopwi<·P· The equation poiopoiop.::.l.::.pc.l' = p.::iiop<-i shO\JS that 
the eighth term of 

i , P• i, i 0 p.-. i, 
... 

ls a repetition, so this sequence has at most seven distinct elements. 
Lik(:\J.if:e , i"P"i•p->i•p•i->p = i"'poi•p implies p•iopoiopoi<>p = 
shows that the seventh t'~nn of 

Po i.:. p, and 

ls a repet .i'l..ioti, and so this sequence has at most six diflt.i.nct terms . 

! ' r tf ' 

1 J.:v<. r ,Lz 

t 
'(',<. l ~f 
.( c 

( l' >-<' c (' „ (, 
f) 

r 
~ 

J ,<,[.,,"' v-lc 'f @vt_,.,J t f'..,, f"' 
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Adding 1 = lai wc neo that S has at most 14 elements. 
p 

q .E- .d. 

For th e i·· t'! .<.&1 l:..t..L u.;: , i. e. the real numher ·n w i th the t opol ogy hav ing the 
set of all open intervals as a base, card(S(IR) = 14 because the action 
of S(~) on A = (0,1) U (~ n (1,2)) U {3} gives 14 distinct sets. 

(4} A poset (D.~ ) is called a dir•ect.ed set. if for all a,b e:: D we can 
find c such that c ~ a and c ~ b. 

Generallzlns the notion of a sequence in X, i. e. a function from the 
well ordered set l:N of non-negative integers to X, one defines a net in X 
to be a function S from any directed set D to X. 

If X is equipped with a 'topology, then a conve-1"gf"nt. 
for which there is an x -s X with the property that 
cont a jni n e x, the net S is et.,entu·..,11~>, i. e. for all 
in U. 

l •'•t . 
for 
b ;:-

S of X is one 
any open s et U 
s oro e a ( U ) E D , 

, 1 <C:·t ..,-,,- ..::. x ,; C · '~ · t·„ _,,, l r r (~, ~, „., ~ + ·-=-„ 1-. 1· x 
.; u ·• ,, ·~, • · • l I :y ü • U. 

f'r ... ,,, I To ch ec k. Ll1 .~ J r ivi;1 l "if" l e t D b e t}1f· 

conf.ainine x c U, d.i r-ec l ed 
D - > X fo r· wl1 i cl1 .~(1.1; .;: W 

X 

X 

by th e partiRl ord e~ s , 
l 1 !; cw) ~· u i f 'W i s JJ (°) 1 

n <~ t 

and 

r all open sets 

choo.!'lo a net S : 
'1 ( 11 

Thi~ n P. t co11 ve rg os to x, since given any open set V con l.ui11i11c, x, S(tJ) 
is in V fo r all tJ in D su c h lh~ I U ~ V. 

So, by hypothesis, this net should ev c nl. url l ly be in u . So we c a.n find 
S Olfl TJ t!': " • 1 . .s ( w ) ,_- u. Thi s imp 1 1 f·n tJ ~ u . Beine, th e union \' 

X X X 

of .:.d. l s \1 C lt () p ( l • l 
. n oJ!:. ll ' 1 J f ._i( ll III lt.: i hc ,, l lt t q .••. ! 1. 

x' 

The "if" parL of the 
How e ver , fo r fir~t 

above result is false if we conf i n n to sequen c es . 
.„ i . P. th o1;<1 f or whi e h each each open 

set conta.inine x E X contai ll R one of a coun t.ah l e 1 ist :li. of su c h op eri 
X 

If " 111 ·1 ";: n - > X ..... tu x c X it. i R u si>f1il to u sc the notation x 
== l.im S [or· x = limdS(d)] even t111 ,,11 tJ„.1···? ls s ome"'d c-.n~o:.- r- o f coniuslon 

b ec a osi:: x = lirn Sand y = liro S need not imply x = y. However, for 
llau„ü..,. ·JT böp ~L"""i.-. , i. e. those in whi eh distinct points can be put in 
disjolnt open sets, the limlt of a convergent net is necessarily unique. 

'• 

Evcn i f a net is not convergent i t can st i 11 have a liaiii.:.C.. ~uila.t. 

i.e. a point with the property that for any open Re1. U c o1 1tainlng 
net is frt-qu,;:.nt ly , i. e at leafll. once after any a € D, in U. 

XE X. 
x, the 

1 f x i .:s.- a 1-i.ut . l { 11·, [n{ C• f a n.E<t S o f X th,._::-n ün~ <: a n •,'h01~' +,-,. .-.f f1·.~r·E- i.-:;• a 
s .... t.1· • .1;· t T o f S t ••h,;,,..J, „ .„~„ .~.,-~;·"" J „ x, pt·ov.i il~1d b -' s ubn 0 t we rn t>a n A ne t of 
X 0 b 1. a i ll • l 1 T • r > ~; .i 11 t.. r. : 1) - ) :X \ I . 1 1 r\ III .:. ' „ ! - > l J s l1 t 1i ' l 1 ;J 1 1\l ( l ) 

a r bi t1: a 1· jly la rgw wl1(·n •:! i s l 211·eJ· ~·r:out . 1 1 
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However lt iH not always possibly to find soroe restriction T: E -> X of 
S to a cot·:tn.~l subset E of D, i. e. one containing an eleroent ~ any given 
eleroent of D, which converge~ to x. 

Thcot•Erna. l,€..·l S: D x E ~ X be a function fY-Dm tht• produc.t oj dfr-e-(:ted 
.s.·t:.•t.s.· D and E .s·uch thot th~Y-~ i.,,.. an x c: X u.>1.th x = 1 i rod ( 1 i roe S ( d , e) ). 

find a f: D > E .!. i.n.li. th.:1.t X = l im d S ( d, f ( d) ). 

Thls follows by the usual "diagonal 
sequences. In above formulat i on the 
adva.nce and dependf-; on S . 

method" 
function 

for 
f 

iter-ated limits 
can not b e f ixed 

of 
in 

The produr:t 1=-•a)··tial ordL·r makes the product o f dir ect ed s et s i nto a 

directed set. So e.g. set ED of all functions f froro D to E is 
directed. Obviously the conclusion of the last result is true for aJl 
suf(il".lenlly lar·e.e funetions f, so \.lt lJ ,,,, x • 1Jm(d,f)(,_\

0
oS)(d,f) wl1t1 "{ 

D :i.' ED > D ,.:. E is defln0.d by (d, f) , (n, ((1') 1 ihnviH<~ 
defini1 1 ~ AE 

tbE: fOl' 111ula 

DE x E - > D ~- E by (g,e) 1 (g(e),e) one cetn establi~li 
1 im e ( 1 i 111d ~·~ ( d , H) ) = The advantage of 

thls reformulat.ion is tha.1 nov l.l1<~ diagonal lil ...... t-' ... L>.
0 

and AE are given in 

advance and are Independent of S. 

(5) A f"IH.a.1·· on X is a set S: of nonempty sets of X whid1 is closed with 
re.r;pccl. l.o :;upnr·!;nl.!; ;i.11d firti 1.c~ inter-sections. 

As far as convergence questions are concernnrJ nets carry soroe "extra 
baggage": given any net S in X we will see that what ls really lmportant 
ls the filter ::J;'S consisting of all subsets A of X such that S is 

eventually ln A. 

Another- exarople of filter: if X is equipped wJth a topology, then each x 
c. X has it.s lh.ighho\u·hfii.-1 fi,•• 0

• ,.Y, which consJsts of all sets 
X 

„ containine som(• ope11. set conl.;iining x. 

A cr•I' • r.1·,? ~ ·'• t·:uu,. '", of a topolo"lcci\l speie•· X, is one for which thel'ft 
is an x € X such that !r~ contains „y , and then we ..Jf..i te x = 1 im .'Ji' [ even 

X 

though x = lim .:r: and y = lim ::F need not imply x = y for non-Hausdorff 
spaces]. 

.. 
Note thal lim S = x iff lim .:;;-

5 
= x. Conversely given a filter $ on X 

let 0$' be the dir-ected set of all pairs CF, x), F E fF, x E F, equipped 

with ~ of first factor, and define S$': ~ ___. X by projecting to the 

second factor. Then it is easily seen that lim $' = x iff lim S_J;· = x. 

The above devices help in tr-anslating rer.ults involving nets into 
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results involv i ng filter s and conv e r,.t l y 
above h as the translation: 

For exaropl e a r esul t proved 

/·., , ..:. • 1 , ... „ i .11 l ... # J~ U~ 

Ho\J CV E·.1.' , b e itie. d cv ofd of t.l1 n .1(ore111 l'l t.ioni::•1 l " e)( Lrc-t ba t:,. 1~.e ", lh f' 

l~nßtJi tf,:, c: or r i 1 i f•t·n i ~ . SL1111 ewh cid .s.· i m 1)l0>· than tha t of n~~ 1 ~'- Fot exampl e, 
the notion of a bie ~~.~'·J· [wilh respect tu ~ ] filter is obviously simpl e r 
than the parallel notion of "subnet". Again, using Zorn's lemma, we see 
that each :Jt is contained in some maximal or ult1··.af'-UteT• : def ining the 
parallel of thl s u s eful notion for· n e t s 1 1 qul ff'•S mor·e effor·t . 

Note! that. any subscd. :t· of a filter ff· satisfies the f "i.d .. < 1r--t., 
pr·ope1"1..y, i.e. the l nt.€· 1·.sE.;c li l• J1 of any of its finite subsets is 
nonempt ·y. Con v givun any subs et .'F of :P(X) satisfyln.g the f .i .p. 
the filter cen~ratt:!d by Y', i.e. the in1.P 1 ,,„, l ; , • of all filters of X 
which contain Y, can be obtained as the family of all supersets of the 
famlly B obtain~d by taking all finite intersections in Y . 

A com.p.a• ·t topol o~i cal space X i s one f or whi eh any f ami 1 y o f open s ets 
hav ing uni on X has a finite sub f ~111 • l „ who }H' uni on i s also X. Using the 
fa f' J J l11t 1 l i H l llt>l 11 1 •; 1 !' .> ~ j ll~, J.l 1.i 1 111 „ 1111' ! " qf' « J !l' Pd 1 ' h.-•V j ._, 11 

finl tfl int o·~ ,., i ior property has a non u11 pl.y int et~:r•r·l. ion one can che rk 
tl1 e f o l 1 o w.i tt[?.. 

r1•1·1 .1 .„" ,i.· J -~ . „ „, 's • • l .: .: f_ ,, .- X I , • 

L: „ 11' i >1 _,, • r_'..'~J~). · ~ 

Eqt1iv11 l <•n lly X i s c ornp a<"'t. i( f t:H11" Ul V ('l' C. t.'f't ( $U II 

subs1:- 1. Y 
i. e. the 

of a space X is 
one who s 0 open 

understoocl to 
s et s are the 

Unles s ol;h r·wi1~c mer·itioned any 
hn.v c th e sut. ~..:i„„.. . l. t p !-. „ •. , 
ln1.l:!f·t, t:!c tl o ns wl 1 11 Y of :.Ji.„ " l' 

c . (5)] of compact spac::e s are 
re ril 1 i ne [J.>. 

.. •t: u f X. 
the closed 

Th .:· •. l.• 
and bound e d 

' . ·1 ~' 
subsets Y 

[ :::e.: 
0 f th (' 

( 6} A ~·. t .• t;.l . .iöU . ' - • • 

each open s et to an 
topoJogical spaces and 

b e tv.ieot1 topoloei r;.il sp a. ce s is one whic>1 pulls back 
open s et . Th e isomorph i Siii ~' o f the cat egory o f 
con L 1 n tt<HIR m("•l'~ ar· e cal 1 ed homc-0•1t01•phii:.;u~. 

Th P 

topological 

whicli Ill .-.l·•· 

on the cart.esin.n product X = 
' . ~ 

spaces X , a e; A, is defined to be the smallest 
a 

e ach o [ the pr·o j ect i ons n X -> X cont irnio us. a a 

Thus this topology of X = TiaEA X is the one which has ·as a 
a 

subsets of the type 
naEA u 

a' with u open in X a' and such that 
a 

X a} is a fiuitllf.• subset of the indexing set A. 

X of a 
topology 

base all 

{ a: u ;;>' 
a 

lt is easily seen that the 11 • s 
a ' 

besides being continuous, are also open 
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maps, i.e. they image each open set of X to an open set of X , and that a 
a function into the product is continuous iff its composition with each 
of the projectlons is contlnuous. 

A property shared of the coordinate spaces may or may not be shared by 
arbi trary products o f such spaces. For exampl e f or Hausdo1~ [ fness the 
answer is yes. On the other band f irst countabi] i i. y i s not en j oy ed by 
arbitrary products of first countable spaces, in fact a p~oduct of . fi~~t 

Cü'Uululd,~ StHrcf.•s L „ f1.1 .<:.;f ,-.,-,unfahlf'? ~ff an but a counf1'"1/-1le runnher ü f 
th„:.· fo.._t,:.ws ar-e ln<liscr·cLo s111_u_-,_„~· !· The most important result of this 
genre ls howevet' the following. · 

P»·or• f . Choos e any ul traf i 1 t Pr !/>' o f th e produc't. Adding a]] supers ets 
to its ath projection n (~) we obtain an ultrafilt~1 3>' of X . Since X a a a a 
is coropact .!f" conver·ges to some po i ni. x , i. e. :y.· contains all open s ets 

a a a 
U f X 1 • • S ~ • t · t h 11 b a c 1• !,' (""· )-

1 ( U ) f 1 1 o cnn ;t1n111g :x o ::!' con a1ns e pu r. " o a 
a a a a a 

stich s cts, and thus the nei"hbourhood f i 1 t er o f the point x o f the 
product whose ath coordinat e is x . q.e-.d. 

a 

Cl> A [partltJon 
wi th the biggest 
continuou'1 . 

01'] dP~.una1„..., . .i~ioä. X/R of a spc:1~e X is usually provided 
topology which keepf; the quotient map n: X - ) X/R 

lt helps to thJnk of the points of X/R as the le.;,f~ of X, e.g. in this 
language the open sets of X/R are pr·ecisely the s:at.1...1a·at.ed open sets of 
X, i.e those which contain coroplete leafs only, and we see that n is 
open iff the saturation of each open set of X is open. 

On the other hand, the decomposition is uppe1·· s:enrl.-cont.in.uous:, i.e. the 
quotient map is a. clr.tr.:•..,.A wi.-c.~, i.e. irnages each closed set to a cloR<'i 
sei, iff lv.tf .• !1 l · f· n··bi-11 a1 H ·y .!.·1 •• ull .!-~- u.~u. t..d~...:. h·-~bld.: . .1<:J;.., :L0·-·...1~, i. e. a 
saturat ed n f~ l ehbour·hood con Lained ln any gi ven neighbourhood. 

The reason f or above t errninology is tha.t i f F ·"'.:: 1R x 1R is the the area 
under the gra.ph of a non-negative function f :IR -> IR, then the 
decomposltion of F into vertical segments is of the above type iff f(x) 
= 1 i 111 f (:X ) [ 0 l <• lJ 1( 

y- )X !.;' 

ThP. "R 1n t.he abovc nolaLioti stc-ind::; for thP. e._. •. „ .• 1„ ••. i-.?~f i , R .„. X 
X corresponding to the parti tion. I f this is a closed subset of X x X 
then X/R is Haur·1dcnff The conversc is true also provided the quoti ent 
map iA opnn. .. 

<8"' By an emt..„~ddh1g e: X --+ Y i s rneant a cont inuous map vh i eh i s open 
and 0111• cm('. [In general a. continuous injection is not open, but lt is 
so if X is compact a.nd Y is Hausdorff.] Our erobeddings will be 
constructed as follows: 

LAt F be a farnily of functions f: X ) Y f and 1 et e: X - > Y = flf„.:.F Y t be 
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" 

defined by (e(x))f = f(x). Then the continuity of the f's ensures that 

e is continuous. Furthermore if for each closed set A of X and a point 
x of X not in it there is an f in F with f(x) not in cl(f(A)). i.e. if F 
di!iöl.iugu.ish~i..; puinLs ._..._J ...... 1 ........ t::d s:ets:, then e i s open. Last 1 y i f f or 
each distinct pair of points of X there is an f in F which images thern 
to distinct points, i.e. if F d i 4"'h-.~ , i-=-·l .<•<;' .-...-.·t.-.+-=„ then e is also 
one on(!. 

So, Lo (•111 1 ' '·' ·· .;' t1 cuhf", i . e . ,, ., p r , iduc:I. of Lh e interv~l I = [O,l) 
o f r e~l nurnbers, we n e e d a f ami 1 y of cont inuous funct i ons X -· > I whi eh 
ls sufficiently rich in the sense explained above. For this, we use the 
following celebrated result, where a noNn.&l !l:}Jace is one whose disjoint 
closed sets can be contained in disjolnt open sets . . 
U1··y!".····t--••-.•o;• J "" ....... „„ .• 
X, th~·n lh~·rv 1 . .-,-

I f A a,.,J B rn·tc-~ di„c;:joi.nf 
(/ <:f~1 i1. /.-i;~,_ „~ ... ~lil.,-:... f1. ..... .._4/.. -..~•~ f: 

c1.-.s·~rl ...... ·(•t,c;.· uf u 11«.11 1„ .l •••• , . . .., ,,_ 

X > [ 0, 1) ~.-ri<. li. th.<·d f (A) = 0 
and f (B) = 1. 

J•r-cn~• f. Because of norniality we can choose an open set 

between u
0 

= A and u1 
Now find a similar u
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= B, whose closure is con l.a in e d in 
u112 
the 

nested 

latter. 

nested nested between u
0 

so on. 

and and a u
314 

between u1/2 and u1' and 

Define f: X-+ [0,1] by f(B) = 1, and f(x) = inf {t: x-=' Ut} for x E B. 

Clearly f(A) = 0. 

To check the continuity of f it suffices to verlfy that the pull back>'I 
of all infinite opcn intervals of CR are open, or equivalently, that all 
sets of 1.h H 1.yp ~· {x f( ">< ) < r} are open, and all of the type {x: f(x) ':"~ 

r} ar·e c: l 0 t : 1J r1 . Tli i }1 fo 1 1 o\J~ • frorn 

{ x : f ( :x ) < r· } : U { 1 J : ~· < r } , an et 
s 

{X : f ( ){ ) '5- f' } n { lJ S : S ) t · } · fl { C: l ( 1 ! S ) • ~; > T } • 

Here the f i rs t. assertion only USOS that u ~ ut whenevet:' s < t. Th e 
s 

first equality of the second assertion uses thia as well as the fact 
that the dyadic rationals are dense. The last eq1J.ality uses the fact 
that we have in fact cl(U ) s: ut whenever s < t . q.t=-.rl. 

s 

Stone-Ccch Cow:·~-:rt.i1--lc"'t.ffn.n lt follows as an immediate corollary of 
Urysohn's Lemma, that if X is flnu.c.·f-lnr ff ond normal, then tl)_e family F of 
all conl inuous functions X~ I diflLi11e, l i~.t u . . points and closed sets . 

So, for all such spaces X, e: X~ IF is an embedding of X in the cube 

IF. The closure of e(X) is the required compactification. 

However, such an X need not embed in the Hilbe1-.1. cube f4 , 
this i t is necessary to assume that, 1 ike this cube, 
cn•»•~~hlh, i.e. that its topology has a countable base {U

1
, 

11 9 

because for 
X i s sc.-cond 

u 2' } . 



:mhe ddint,; h• Hilbci· t. cube. Assumin.g that X is Hau.5.·du•-ff and noi··maZ and 
h!t.<..· a „.,-,unfnhJ..::. 1-.nc„..::. {U

1
, u

2
, }. we can find within eadi Ui a flrn,, lle r 

op e r1 s e i V. wh0$'1ü cJosur·e is contained in U., and then, by Urysohn's 
1 J. 

Lemma, a counf.;~ble fan1i1y F of cont in11ou}1 fu nc l.io11 n f. :X - ) I such tha.t 
J. 

f(Vi) ::.. 0 at•d f(Uj ') ::: 1. S .i n r· e F t oo <.;HTI J. < (• e n t 0 d i 8 t i neu i s h p 0 l n 1. ;-: 

r°" , where ( e(x) ). = f. (x), is 
l. l 

an d c J o s e d s et s , it follows that e: X --~ 

an embeddlng of X in the Hilbert dube. 

Recall now that a set X which is equipped with a non-neaative symmetric 
function d: X x X~ IR, which is positive outsjde the diagonal, and 
obeys the triangle ineq"uality d(x,y) + d(y,z) ~ d(x,z), is callNl a 
n-'· f ··=·· ' '! "" • . Such an (X,d) can. be equippcd wi'tli the topology havi11 c, 
thf' s e i of al1 balls {y: d(y,x) ~ r} as a base. A topological space X 
is called me-t.r•:lz.able if its topology is of this type. 

U.- ·y~.-.1-•• -....... M.w+ ···i .,.. .:::..+ "......... 'J'J ,.r..r..--em 
countat-Jl.e spac.e is nu::tri.zabl.t!. 

Thls follows at once from the above because it is easy to verify that 
the product topology of the Hilbert cube coincides wi th that arising 

from the metric d(x,y) = E-Cl/2)
1
.lx. - Y·I. 

l l l 

'• 
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