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REVIEW OF MATERIALS REQUIRED FOR "VAN KAMPEN OBSTRUCTIONS" 

SYLVESTER'S THEOREM 

A homogenous second d egr ee 
Cx 1 , ••• ,xnJ, or equivalently 

real 
XAX • 

polynomial in n variables X = 
Jwhere A is a real ™n symmetr-i c 

mat r ix, can always be chan g ed 
"Lorma 

to one of following ~(n+~)/2 canonic.a.l 

2 2 2 2 2 
x 1 +x 2 +u .. + xp -x p+ 1 - ••. -xr • 0 ::f p ~ r ~ n, 

by means of a suitable non-singular- linear substitution X=YP, e.g on e 
obtained via the following 

ALGORITHM. In case all dia•]Onal ter-ms of Aare zero, but say the equa l 
terms at the (i,j) and (j,i) spots are not, then add jth column and r'ow 

to the lth column and ro\J, to make double thls amount, a nonzero numb er, 
app ear a t ( l , i ) . 

Using this, rnake rest of ith ro\J and colurnn zero. Repeat 'With smal le r
matrlx obtained by omitting ith ro\J and column. Once new A is diagona. , 

.~. some interchanges of ro\Js-column pair-s, and multiplications of 
row-column pairs with suitable nonzero scalars, f inishes the Job. 

No two of the &bove c&nonic&l f o~ms a~e cong~uent to each othe~. 

If possible suppose that 
(p' ,r') canonical form 
substitution Y=XP. 

the 
in 

(p,r) 
the 

canonical form 
y's und er a 

in the x's becornes a 
nonsingular 1 i n e a r 

Consider first the last n-p' of these substitutional equations Y = XP 
\Jlth the left sides, i.e. the last n-p' y's, replaced by zeros, and, 01. 

the right sides, the first p x's replaced by zeros. I.f p < p'. the 
number n-p of the remaining x's is more than the number n-p' of these 
equatlons, and \Je can find a nontrivlal solution for these n-p x's. 

Now, calculate the first p' y's, using these values of the x's, from th e 
first p' of the equatlons Y=PX. . ~ 

tJe have thus obtained tvo n-tuples of numbers Yo and b • relate d by 

Yo=XoP· vith the first p coordinates of ~ all z ero and the r ernai ni Il~. 

not all zero, 'While the last n-p' of the coord.lnat es of Yo are all Z eL' U. 

Thls is 
x

0 
is 

i mp o s s i b 1 e , b e ca u s e 
negative, and could 

the value of the ori~inal quadratic form a ~ 
not have become non-ne~ative, a.fter- t!Ü.J 

linear substitution, at the corresponding polnt Y
0

. 

Thus p ~ p', likevise p' :::;; p, 
rank of A, and p-(r - p)=Zp-r is 

etc. The invar-iant r 
cal 1 ed i ts s:ignatur•e. 

1 
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Comment.s: 

( 1) Skews:ymme1..r·lc for•:ms:, 
polynomials in n variables, 
matrlces. 

i.e. skevsymmetric homoQenous deQree 2 
likevise correspond to skevsymmetric n by n 

By a similar al~orithm usinQ sy~metrical elementary transformations on 
ro\JS and columns, \Je nov reach· one of the follO\JinQ [n/2)+1 canonical 
forma, 

0 ::f 2s ::f n, 

of \Jhlch no t\Jo are congruent. Here 2s coincides \Jith the rank r of A, 
\Jhlch ls thus no\J necessarlly even. 

(2) Biline.1u· for-ms: in t'Wo sets of indeterminates X=[x
1 

,x
2

, . . ,x
0

] an ct 

Y=[y 1 ,Y 2 , .. ,ym], are real linear 

coefflclents aij' Note that any 

XAY' \Jhere A is the n by m matrix 

combinations of the products x.y . vith 
l J 

such bilinear form ca.n be vritten a H 

of coefflcients. 

In case n=m and X=Y, then a billnear form can be written unlquely as the 
sum of a symmetrlc (=quadratlc) form and a skewsymmetric form by putti ng 

a .. x.x.+a . . x . x . = 1/2(a .. +a .. )(x . x.+x . x.) + l/2(a .. -a .. )(x.x.-x.x .) 
lJ l J Jl J l lJ Jl l J J l lJ Jl l J J l 

Thls corresponds to 'Writing A = l/2(A+A')+l/2(A-A') . 

But note that even for a bilinear 
possible to simultaneously reduce 
parts to their canonical forms. 

form \Jith n=m and X=Y, it may not bt: 
both its symmetric and ske'Wsymme tri c 

In the set of all bilinear forma it is natural to consider the 
relation of equivalence , i.e. alloW' all non-sinaular pairs of 
substltutlons X=PU and Y=QZ, \Jlth no condltlon betveen P and Q. 

\J' ea.k e L' 

linear 

A similar al~or i thm n o 'W leads 
canonical forms 

to one of the follo'Win~ min(n,m ) + l 

0 ~ r 
„, 

~ n, 

with no tvo of thes e equivalent to each other, \Jhere r = rank(A). 

The followin~ remarks 
paper of 1982, vhich 
also very important 

VITTEN'S MORSE THEORY 

perta.in only 
is difficult 

to 
but 

a ver--y s1nal.l. 

potentially 
part of this 

understandable, a r.d 

For purposes of c al c ulatin~ the Betti numbers of a closed srnoo t h 
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manifold M, we can obviously replace the de Rham derivative d by 

d = e-htod•eht, 
t 

where h:M ---t CR is a smooth function, and t .e CR. This pal't.ur•bat.iora is 
u s e f u l b e ca u a e , f o r t > 0 , o r a t l e a s t f o r t l ar a e , t h e spe c t rum o f t h e 
Hamiltoniara ( or Lap lac i an), 

ls easler to understaind, provided h is "good". 

For example, if h has only a finite number of non-degenerate critical 
points p, where the quadratic form approximating h has eigenvalues ~\.. , 

1 

then In the vicinity of each p, Ht ls "well-a.pproxlmated" by the sum of 

dim(M) one-dimensional har·monic os:cillator•s:, each 'With potential t
2
A ~ -

1 

so 'With eigenvalues ti~il times an odd integer~ 1 - plus dim(M) scalar 

operators having eigenvalues +t~ . or -tA .. 
1 l 

Using 
numbec 

thi s ( s ee Henni.avl 
of zero eigenvalues 

for 
of 

details) 
t > 0, in 

Witten d ed u c es t hat 
dimension r, is at 

the 
most 

equal to the number of critical points of index r, i.e. he obtains ..... 
revealing analytlcal proof of the 

Mor•s:e inequalities. I f smooth function h: ?1 - CR ha.s only isolat&d 
non-de.-~.:.-n.:.-rat.:_. cx·itic:al points.·. then th.:.- numb.:.-r· of .such points of ind,;..x 
r- is at least E-qual to the ~··th Be.-tti number of the compact manijold M. 

Comments 

(1) Witten's paper is a a;i.ood ent~ into phy.sic.s 
IHES i 68. 

s ee also A.tiyah in 

( 2 ) I HE S 4 6 8 a 1 s o c o n t a i n s a c hat t y t a 1 k b y Bott w h i c h i s u s e f u 1 t c 
further understand Witten. 

(3) Witten in fact Q.ets also the sharp Morse inequalities - i.e. the 
Smale-Thom chain e:omplex of Milraor• 's book on h-cobordism - by these 
analytical means, and mue:h much more.-: e.a. the degenerate case, when the 
critical points of h are submanifolds, is also covered. Then, by a 
somewhat different perturbation of d, he obtains Hopf-type formulae 
lnvolving fixed points of vector fields, infinitesimal 1·sometries etc. 
Finally he considers similar problema for some infinite-dimensional 
manlfolda. 

(4) La.umon in IHES # 65, in a paper 'Which is un-understandable to us, 
uses a p-adic version of Witten's perturbation trick to simplify pa~t of 
Dellgne's paper on Weil conjectures 
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BANCHOFF~s MORSE THEORY 

This paper of 1967 is easy, clear and important. 

Consider any linear·ly embe<l<led cell complex K s;; !RN and a linear map h W.N 
----+ 1R which assiQns distinct values to adjacent vertices. lt is easy to 
see that such maps form an open dense subset l1< of the dual linear 

space, vhich, by using the usual metric < 
!RN itself. 

>. vill be ldentifled vlth 

tJe put A(v,a 1 h) 
occurs, vhen ve 
deflned by 

= 0: unl ess v 
set A(v,a,h) 

ind(v,h) 

is the vertex ~t vhich the maximum 
= 1. The index of h at a vertex v 

E ( -l)dima A( h) v,a, . 
aEK 

of.hla 
is nov 

Slnce multiplying h by a positive scalar 
we can confine ourselves to linear maps h 

does not 
lylng in 

alter these indices, 
the dense open subset 

N-1 N 
uK = UK n S of the unit sphere of IR . 

Cr·i tical Point Theo1··ern. I f the linear 

adjacent vertices o f the embedded cell 
characteristic o f K is €.i uen b y 

map h: [RN --t !R distins-uis·ht-s 

complex. K s;; IRN, then the Euler 

X(K) = E ind(v,h). 
V 

The above follovs by a simple computation. Next Banchoff defines the 
curvat.ur·e, of the llnearly embedded cell complex K. at its vertex v, by 
averaging the index of v over all h, l.e. he sets 

curv(v) = f ind(v,h) dSN-l• 
h-e;u K 

where dSN-l denotes the 
sphere. So last r·esult 

usual normalized 
implles the 

Lebes"ue 

._.„ 

measure of the unit 

Gauss-Bonnet. For·mula. The Euler char-actt-ristic of an embedded c:&U 
complex equal.s it.s: t.ot.al cur•vat.ur•e, i. .e . 

X(K) = E curv(v). 
V 

The folloving integral, vhich involves the choice of some euclidean 
0 

structure on A , the affine span of a closed cell a, is easily seen to 
be independent of the choice of this structure, and is no1.1 observed by 
Banchoff to be an appropriate definition of the exter•ior· an.gle of the 
cell a at its vertex v. 
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ang(v,a) = J ·heu A(v,o,h) dSa. 
Cl 

As befoI'e, the inte"I'ation is oveI' all those unit vectoI's h foI' 'Which 

the linear' map <h, .. >: A
0 

--+ ß< sepaI'ates the veI'tices of c.;. 

not a veI'tex of a then 'We'll use an"(v,a) = O. 
I f v i s 

Theor•ema. Egr•egium. Th.e c:urvatu''f'·e CUI'V(V), of a linearly embedded cell 
N 

compla-x K c a< at it.s· vc-r·te~ v, .s·ati.s·fit!i!>.S' 

curv(v) = E 
aeK 

( -l)dima ( ) an" v ,<>' , 

and is thus independent of the em.beddinc. 

I.e. the definin" inte~ral foI' an"(v,o) can be replaced by an analo~ous 

one oveI' UK s sN-l_ 

Com.m.ent s . 

(1) The beauty of the above is that it applies to al.l cell complexes. In 
tact Banchoff also "ives, on pp.254-255, a vaI'iant of the theoI'y 'Which, 
at the expense of sli"htly moI'e involved definitions, even dispens es 
with the I'equlrement that the llneaI' map h separates adjacent vertices . 

(2) \Jhen K is an n-manifold, then ind(v,h) is (-lf times ind(v,-h), 
from 'Which Banchoff "ets another proof of the vell knovn fact that o dd 
dimensional closed manlfolds have zero euler characterlstic. 

(3) The inspiration for Banchoff \Jas Kuiper• \Jho had formulated the mu ch 
moI'e subtle smooth critical point theory lnto the above foI'mat. 

KALA.l'S ENUMERATION OF ACYCLIC COMPLEXES 

Theor•em. Let ~ denote th.e e:la.s·s of all k-dim.ensional .s·implie:ial 
com.plexes cm N t.>ertic:es containinc the com.plete ( k-1) -sk.eleton whi e:h 

- haue trivial (reduced) h.om.olocy over <tl . Then 

N-2 "' 
( k ) 

= N 

where- Hk-l ( C) denotes the, necessarily finite, (k-1 )th itrtecral hom.olD{/Y 

croup of c. 

For k 1 \Je "et, because H
0 

(C) = 0 has cardinality 1, the foI'mula o f 

Cayley foI' the number T(N) of trees on N vertices, viz. 

T (N) = NN-Z. 
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Kalal mentions that his more aeneral theorern resuited by analyzing and 
aeneralizing the matrix proof of above aiven in Bigg~ and Moon. 

Sketch of pr-·oof. Let K denote the complete k-dimensional complex on the 
aiven N vertices. We assign some total order to the vertices, usinw, 
this ve assign incidence numbers, and shall be interested in th e 
top-most incidence .-nat.··ix I 1.1hose ro1.1s are indexed by (k-1)-sirnplice s 
and colurnns by k-simplices. 

The colurnns of I represent the (k-1)-dimensional elementary coboundaries 
of K, and it is clear that those stemming from k-simplices containing 
the first vertex form an integral basis of the column space of I. 
noreover, the squar~ submatrlx of I determined by these columns, and the 
rovs stemming from (k-1)-simplices not conta:ining the first vertex, i s 

evidently a square rnatrix of size (N~l) and determinant ± 1. 

l'lore generally, any of our <Ll-acyclic C's is determined by a choice of 

its (N-l) k-dirnensional simplices, and the square matrix of this •ize, 
k 

determined by the same ro1.1s as above, and these columns, has determinant 
equal to the cardinality of the finite group Hk_ 1 (C). 

Let I be the aubmatrix of I determined by the aforementioned ro1.1s, i. e. 
r 

those corresponding 
By the Cauchy-Binet 
I •(I )' equals the 

to (k-1)-simplices not containing the first vertex. 
theo~em, the determinant of the bigger square matr iJ 
surn of the squares of the determinants of all the s t 

r r 
smaller square matrices . 

Using this, and the fact that 

aforementioned forrnula.• 

I •CI )' 
r r = 

(N-2) 
N k aives Kalai t h o.o 

The binomial duality (N~ 2 ) = (N~~= 2 ) prompts Kalai to also consider, f o: 

any cornplex C on the given set of vertices, the dual aimplicial comple- .~ 
deflned by 

* c = < e 
•·' ** Besides C = C etc. he notes also that Alexander• dua.lity sho1.1s that 

* is <I;l-acyclic iff C is, and that then the finite aroups l-l (C) a l!d 

* HN-k- 3 cc ) are isomorphic . 
'• 

He ends by explicitly enumerating the <0-acyclic 2-complexes on !:J 

vertices, and is especially intrigued by the subclass of <0-acycl ic.: 
s:elt'-dual complexes, i. e. thos e f or 1.1hi eh 

* c = c. 
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He gives the nurnbers of the , s and other <tl -acyclic self-dual 

2-complexes vhich oc c ur on 6 vertices, and poses the problem of f inding 
an enurnerating forrnula for these in general. He ref ers to Tutt.e for 
some euch forrnula for the k = 1 case. 

Comment.s . 

(1) Kalai also gives a formula for the subclass of 'e for vhich one has 
prescribed nurnbers of k-sirnplices ~ incident to each of the N vertices. 
Also, using above formula, he che~ks that "most" <Q-acyclic cornplexes ar e 
not Z-acyclic. 

(2) For other aspects 
S.ar-k.ai··ia, Schild a~d Bier• 

of self-dual complexes see also 
as vel 1 as o f Brehm and Kuhnel . 

THOM'S DIFFERENTIAL FORMS 

In his 1975 paper Swan gives this 1957 constr-uction of Thern: 

paper-s o f 

Consider the standard geornetr-ical realization K c ~N vhere N = number o f 
vertices of K. Mor-e to the point, consider- the associated union 'X of 
the affine planes A deterrnined by the simplices o of K. 

ü 

A difft?rential form on K vill then rnean a collection of 

these A such that ve have 

f or-ms w 
ü 

on 

et 

'....) j A . 
ü tl 

we vhenever e ~ 0. 

Here, Thorn assumed that each (,,) 

ü 
is smooth and vas working over CR, "1h i 1 e 

Swan vorks over- cQ and only a.ssumes that 
over cQ as coefficients vhen \./e look 
coordinates. 

thes e f orms 
at them in 

have 
the 

polynomials 
obvious l oc al 

Theorem. Und er ex.tet·· ior- pt--oduct, and the de :Rham det··iuative- d, the 
aforementioned difft?t„ential forms ot< K constitute a craded commutatiu& 
diffeY·ential al,gebra, who.s;·e cohomolocy rinc coincide.s with that o f K 
over- CR or <Q as the e:ase may be. 

Commt-nt.s· •,;olj 

(1) A different construction of a similar DGA over <Q was given in th e 
inter im also by Quillen. Thom vas to some extent anticipated by \1/hitn&y 
vhose book inspired Sullivan too to above result, and also to much mu c b 
mor·e. 

( 2) Sv an in fact v o rks more generally and defines for·nLS' on 
semi-sim.plie:ial e:omplt-x , 
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as all "natural transformations" 
obvious commutativity conditlons) 

(i.e. functions ~(p)--+ O(p) obeying 
from this contravarlant functor to 

which associates to a natural number p the totality of rational forms on 
the affine planet +t + +t = 1. ~ 

0 1 p 

(3) Svan mentions as vell knovn the fact that the above theorem does not 
extend to flelds of nonzero characterlstics. 

(4) lt seems that ~he ordinary simplicial coboundary ~ vhich obeys the 
formula w i--. (sum of vertices)r.w - is the s:ymhol of the differential 
operator d. lt should be interesting to formulate the above theorem in 
this form, l.e. one should also go back from the de Rham complex to thls 
symbollc complex, also takin'1. care of products, and prove that an 
lsomorphism of cohomology rings is induced. 

)(ATCHALSKI-PERLES INEQUALITY 

The inequality. I f the ner-ve N (S'C) of a family ?( of t conve:.-x .s:ubse:d.s: of 
d-di.m.ensional euclidean ~;pac:e ha~· dimen~·iun le$:~ than d + r. then \.t.!:.· face 
numbers are bounded above as: follow.s· : 

d 

fk-l(N(~K)) s; l 
l=O 

This inequallty is sharp. In fact it is easy to spot an .a.r·r•.angement of 
a€€1ne subspaces ~ at vhich the above upper bound, vhich vas conjectured 
by Katchalski and Perles, ls attained. 

The conjecture vas established independently, for 
aatisfying the conclusion of the follovin'1. key result, 
)(alai. 

all compl ex es 
by Eckhot't' and 

'Wegner·•s Theorem. (Kalai's reformulation). N(S'C) retr--acts: to a 
simplic:ial complex of dimension le.ss than d uia a .sequence of oper·ation.s: 
in which one t~e-moues ope-n .s·tar.s of free face.s: oj.' dime-n.s:ion d-1 . 

Here by a free face ve mean a simplex vhich is a proper face of a unique 
maximal simplex of the complex. 

Idea of Kalai's: pr·oof. Arranging the convex sets {e
1

, ,et} in order 

identify each simplex a ~ {e 1 , , et} vi th the corresponding ext erior 

monomlal of the free exter-ior• algebr-a A over !R generated by these t 
variables. 

Then the left side of the inequality equals the dimension of the vector 
subspace Lk of A spanned by all cardinality k simplices of N(S'C). 
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On the other hand the ri"ht side interprets, with respect to any basis 
of A "iven by exterior monomials in {f 1 , ,ft}' as the number of such 

dearee k monomials which have at least k-d of their constituent f's in 
{fl, ,fr} . 

Thus the inequality would 

1Jay that Lk has trivial 

f o 11 o w i f w e c an c h o o s e t h es e f. ' s i n such a 
l 

intersect_ion \Jith the vector subspace \ of /\ 

consistina of all de"ree k eleroents whlch are annhilated \Jhen 
interior product with any dearee k-d exterior monomial in (f

1
, 

1o1e take 
' f r}. 

This ls so e.Q. when the f's are related to the e's by an ortho"onal txt 
matrix for which "all square subroatrices, and thus also the exterior 
powere of these submatrices, are non-singular. 

In fact if sorne non-trivial linear combination w of de"ree k simplices 
of N(~) were in Rk, then we would have, for each cardinality k-d subset 

T of { 1 , 2' 

Kalal rules . this out by choosina 8 to be the first 
face, of a "We"ner collapsin"" of N~), which occurs 
theae equations interpret as sayina that the columns 
exterior power of a subrnatrix are linearly dependent. 

C cmun.c-n t .s. 

deQree 
in w , 

o f the 

d f ree 
f or then 
(k-d)th 

( 1) Ther-e is .some "duality" between conue.-x pol.ytope.s and ar-r-an€emt-nts of 
affine subspaces which we- don't under-stand full.y . 

For instance, the "dual" o f Weaner 's theorem is the theorem - o f 
St.einer and Br•uges:s:e ... -M.ani - which tells us that the former can be 
shelled, aqd the "dual" of the Katchalski-Perles inequallty is the upper· 
bound conjectur-e of Mot.zkin. whlch was established by McMullen, and 
lat er "eneral iz ed t o a 11 Cohen-Macaul.ay complex.es ( e. ". s impl i c i al 
spheres) by St..anley. 

(2) Kalai's proof was irnportant because it led to ext.er-iol' s:hi:Ct.ing -
see revlews below - vhich enabled him to in fact establlsh Eckhoff's 
con j ectur ed charact er l za t i on o f the f-vectora o f such d-collapsibl.& 
complexes·. Still later, he was able to show thät this characterization 
holds even for d-Leray complexes, a notion "dual" to that of 
Cohen-Macaulay complexes. 

The "dual" characterization of f-vectors of slmplicial .. polytopes was 
con j ectur ed by Md1u 11 en and proved by Stan_l ey. The McMul 1 en-Stanl ey 
characterization remains open for f-vectors of simplicial spheres. 

lJe note also that there is an obvious numerical duality between the 
inequallties of Eckhof f-Kalai and those of HcHullen-Stanley. 

(3) 
of 

Re"ardlnQ arran"ernents of 
their complements, see 

affine subspa.ces, especially the topoloay 
also the Gol'es:ky-MacPherson book, and 
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Ziegler-Zivjaljevic 's, and other older, papers. Also see literature on 
oriented matroid.s: these in turn fi"ure in characteristic classes for 
embeddability obstructions. 

CATEGORY OF NATUR.AL NUMBERS 

Aaaociatina to each ordered pair p, q of natural numb ra the set of all 
monotone (i.e. non-decreasin") · maps from p = {0,1, .. ,p} into q = 
{0,1, .. ,q} we "et the cate"ory ..Kum..54VV->. 

A contravariant functor 

is called a (complete) semi-simplicial complex. 

Example 1. 
sequences of 
9(( p ___... q ) 
--. vert(K). 
complex aa the 

If K is a simplicial complex, let 9< ~) be the set of all 
vertices of length q+l supported on slmplices of K, and let 
map such a sequence q --. vert(K) to the composite p --. q 

Note that K can be recovered from this semi-simplicial 
set of all support• of theae sequencea. 

Example 2. In case vert(K) is equipped with some total order, one also 
has the srnaller semi-simplicial complex 9< consistin" of non-decreasing 

0 

sequences of vertices supported on simplices of K. 

St.ruct.ur•e of" a monotone m.ap. Any non-decreasina map µ :p --. q is 
determined by its cr•itical points {c

1
,„,c

8
} s p (i.e. all c's such that 

µ(c) = µ(c+l)) and the subset {j1 , .. ,jt} s q of jumps (i.e. j's not in 

the imaae of µ). In fact µ has the factorization 

into injective maps J havin" a sin"le 
a sinsle critical point. 

lt is of interest also to consider, on 
into other cat e"or i es. For exampl e, 
free abelian "roup C(S) "enerated by 
group, i.e. a contravariant functor 

c (9<) 

jump, and surjective maps c having 

the catesory of numbers, functors 
each '!X determines, by takin6' the 
each s eb S, a s:irnplicial abelian. 

Thls "eneralizes the notion of a chain complex, for, amon"st the maps of 
Jtl/Jello.A-i,, which occur as inte"ral linear combinations of maps C~..K) (LJ), .u 
e ..K~~. we have in particular the usual boundar-y 

11: C('i.K.)(p)--. C(~)(p-t), 

which occurs as an alternatin" sum of the ima"es bi of some J 1 's. 
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Comments. 

(1) OriQinally Eilenber·g-Zilbe.-. had defined semi-simplicial complexes as 
lN-Qraded sets, equipped \Jith some deQ.ree +1 and deQ.ree -1 opera.tors, 
obeyinQ a Qiven list of axioms. Their de!inltion was recast into the 
above neat form by )(an. Nov these t'ace an.d degeneracy oper-at.or•s: of 
Eilenbera-Zilber coincide 1Jith the operators 9((j) and 9((c). 

We prefer to say nserni-simplicial complex" lnstead of "simpli~ial set", 
because the latter vill often mean a set of simpllces. 

(2) A Kan complex is a s.s.c. for \Jhich any n n-simplices (l.e. mernbers 
of 9((n)) occur as n of the n+l n-faces of some (n+l)-simplex iff a 
coincldes with some bk on their sum. 

(3) See May 's book for an exposition of the combinatorial homotopy 
theory of Kan complexes. In particular, for tht .s:in.~ular- complex of a 
topologlcal space, Kan's combinatorial homotopy aroups colneldt \Jlth the 
usual ones. 

BJORNER-1'ALAI INEQUAL.ITIES 

For any simplicial complex K • l et f l ( K) be the number of its 

i-dirnensional simplices, and (;. (K) the dimension of its ith reduced 
l 

homolOQ.Y over some field W. 

This paper ls concerned vith relations, bet\Jeen these t1Jo sequences of 
numbers, \Jhlch hold in general for any K. One such relation is provided 
by the \Je 11 knovn Euler--Poincave t.heor-em 1Jhi eh tel ls us tha t the 
alternatinQ. sum (f

0 
- (;

0
) - (f 1 - ß 1 ) + equals 1. 

The authors discovered that the smaller alternatina sums, 

l ~ 0, 

are also not arbitrary. 

Theorem. For- any simplicial. complex. K, one can find anoth&r simplici.al. 
compl.ex E which has, for each i ~ O, xi + ß 1 simpl.ices in dimt-nsicm .i. 

of which prt-cis:t-ly (J. are maximal s:implic&s. 
l 

•.,/'' 

Thus, by applyinQ. the Krus:kal.-Katona theor-em -
simpllcial cornplex obtained from E by deletinQ 
dlmenslons less than 1, one obtains the inequality 

for each i 2: 1. 

11 
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Pr-oof. By Kalai's: theoPem there is a shifted .sirnplic:::ial. compl.ex A (K) 
havina the same face and Betti numbers as K. Let X be the link of its 
flrst vertex. 

The requir-ed E 
first ver-tex, 

is 
and 

obtained 
i s thus 

from A(K) by deletin~ 
the disjoint union 

the open star o f i ts 
of X and ß i maximal 

simpllces in each dlmension i. 

Slnce the cone C(X) of X over- the 'f ir-st ver-tex has 

dlmenslon r, lt follovs that 

f~_ 1 (X) + f (X) = f - ß . 
~ [' [' [' 

f - ß 
[' [' 

simplices in 

Taklna the alter-natin~ sum of these equations over- all r- ~ i+l ve see 
that f

1
(X) = ;t'i . So f

1
(E) =xi+ (ii. q.e.d. 

Comme-nt.s. 

(1) The Kr-uskal-Theorem irnplies also 
fuY-ther rel.ations betWt-en the .s:equences 

that there 
f. and (; .. 

l. l. 

are in no 

To see thls use the available d. (;r. + (;.) ::f x. 
1

+ ß. 
1 

and 8. Cx.) :::; ;t. 
1 l. l. l. .i.- .i.- l. l. J,-

to find a cornpressed cornplex E vith face numbers ;t. + (;. , havin~ a 
l. l. 

compressed subcornplex X vith face number-s X . . 
l. 

Addina the cone of X over 

a new vertex, we obtain a 
numbers f. and Betti numbers 

1 

shifted simplicia.l 
ß,. 

l. 

complex A ha.vina face 

( 2) For a ~iven f-vector the 'fJetti number.s are maximum at the compres:s:ed 
complex havin~ that f-vector. This result of Sarka.r•ia vas obtained 
independently by Björner and Kalai as follows: 

As in the above proof it suffices to rnaximize over shifted complexes A 
havina the "iven f-vector. For A shifted we obviously have 

But an ar"ument impl i c i t in a pap er o f Fr-an.kl shovs• that thfr f-uector of 
the s:tar of the first uertex is minimum when the .shifted complex. A is: 
compres.sed. (In fact this is equivalent to the Kr-uskal-Katona theorem). 
This implles the required result. 

Sarkaria proved above 
lnduct i ve ar"urnent us es 
later "ave another proof 
Its advarita"e is that it 
of simplicial complexes. 

result without recourse to sh!ltina. His 
homolo"y exact sequences. Bj) rner and Kalai 
of their inequalities usina such an ar"ument. 
applies to a much lar-aer- class than the class 

( 3) For a compr·ess:ed complex one ha.s l1. (X. + ß.) = X. l for all i ~ 0. 
l. l. 1 .i.-

Thls follows by an easy calculation and shows that the BJ} r-ner-Kalai 

12 



lnequalltlea are sharp . 

Any finite sequence of non-neaative inteaers is the ß-sequence of .some 
cornplex, e.a. a bouquet of sphel'es. But, if 1Je 1Jant to find a small.::.-.s:-t 
euch complex, then we can solve the above equations do1Jn1Jards to obtai n 
all the x 1 's, and thus all the t

1 
's. lt is easy to check that a ny 

complex having the given Betti numbers has at least as many simplices as 
the compressed coroplex with this f-vector. 

(4) A clut.t.e~ (Dr' "anti-chain" or "Sperner system") on N 
famlly of subsets without any proper inclusion l'elations. 
of circults of a matroid.) 

vel'tices is a 
(E.a. the se t 

Ä €iven s:equenc.::.- of non-ne€ative inte€ers is the ß-sequence of some 
~implicial c.:Dmplex hatAnz:t' :..:;; N+l vertices: iff it i.s the face uector of a 
clutter on N vertices . 

The necessity follows because (with notation of above proof) E \ X is a 
clutter on N vel'tices. Convel'sely aiven a clutter on N vel'tices 1Je can 
close it to a siroplicial coroplex E, and then cone the ne1J pal't X over a 
ne1J vertex, to aet a coroplex havina ß-vector equal to the face vectol' of 
the cluttel'. 

(5) The above observation is useful, because commencina 1o1ith a classi c 
result of Sperone~. a coroplete classification of the f-vectors o i 
clutters has been obtained by Clernent.s and Daykin-Godt'roey-Hilt.on. Thu s 
all thia applles to Bett! sequences. 

For example, for N even, the aforementloned theorem of Sperner says that 

any cluttel' on N points has at roost (N~z) members, 1Jith maximuro attained 

only at the clutter of all cardinality N/2 subsets. 

Usina this it follows that for- .s·implicial complex.es: on 2n+3 uer-tice.s· the 
.sum of the Betti number-.s- i.s.· maximum at the irr-educible Kur•at.owski 

2n+2 
complex a 

n 

A very similar l'esult holds also 'When the number of verticea is odd. 
There ls also aiven a roore compllcated result for the minlmum of the suro 
of the Betti nurobers of complexes havina a aiven f-vector. 

•" 

KRUSKAL-KATONA THEOREM 

This ubiquitous and multi-faceted result is all-important and has 
spawned roany analogues and ~eneralizations. lt is not q'üite clear vhat 
is (are) the most conceptual way(s) of lookin~ at it. So we'll review it 
from roany ansles. 

Numer•ical :t'unct.ion ak (t. ). This is the number of (t-1)-dimensional siroplic e 

contained in the siroplicial complex aenerated by the t 

lexlcoaraphlcally first k-dimensional simplices with vertices in~. 
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A. Anv s:implicial complex havinc t s:implic es: of dimen.sion k ha.s: 
least <'\Ct) s:implice.s: of dimen.sion k-1. 

An inductlve approach to this result, innauaarated by Kat.on..a, and 
polished by Eckhoff and \l/egner, reduces lt to the follo1Jina result 
reaardina the above numerlcal function, which is aiven expllcitly by the 
binornial f"or-mula , 

• 
where the aj's are the natural numbers, decreaslng wlth j, such that 

t = [ a:: ~] + [ a: ] + • • • + [ a ~ ] 
Theorem B. The aboue numer-ical function obevs 

Another ( order-theor et i c) approach f ocuss es on co1npre&&ed complexes:, 
i.e. sirnplicial cornplexes T, on some totally ordered set (say IN), such 
that if o E T and e is lexicoaraphically less than o, then 8 too should 
be in T. lt is clear that there is at most one compressed complex with 
a. aiven face vector. Nov the Kruskal-Katona theorem reduces to the 
follo"1lns guise. 

Theor-em B. An intecer .s·equenct:! is: the face vector of some simplicial 
complex if f it is the jac e uector of .some compre.ss:ed s:implical compl.:.-x . 

Combinat.orial s:hit't.ing. G i ven any s imp 1 i c i al compl ex K on IN and numbers 
i < j, denote by A

1
J(K) the simplicial complex of the same slze obtained 

by replacina J by l vhenever poaslble. This constructlon found many 
uses wlth Erdos: and Rado. 

If the transposltions (i 
permutations of the set of 
operat i ons A. . in any ord er 

l J 
is closed with respect to 
subsets of IN. 

j) aenerate the ay~~etrlc aroup of all 
vertices of K, then, by doina the above 

one aets a s:hit'ted comple><, i.e. one which 

the product partial orders on equlcardinal 

The class of shifted complexes is biaaer and · more interestlna than of 
compressed complex. 
Frankl shoved that 
follo"1lng. 

But, as far as provlng Kruskal-Katona is concerned, 
one is still left with the job of establishing the 

Theorem C. Amoncs:t s hifted complexe.s: on IN havinc a civen face vector-, 
the compres:.s:ed complex. has the l<?as:t number· of .s:implice.s in St ( 1) . 
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tJhy not soup-up the above shi ft ina process to a compress:ing process? 
Bollobas:-Leader• do this via some operations AIJ involvin~ replacement 

of subset J by the lexico~raphically smaller 1. These operations 
preserve closur-e under inclusion, and, vhen suitably iter-ated, lead to 
the compressed complex, thus yieldina Theorem B dlrectly. 

Comment.s. 

(1) Even the paternity of . J K-K is many faceted: apparently 
some others, also independently Schutzenber-ger· , 

obtalned lt. 
Har•per•, and pr-obably 

(2) The inductive numerical appr-oach extends the domain of validity of 
the K-K lnequalitles way beyond simplicial complexes. For- more on these 
ab.str-act complexe5• - of Let's:chet.z and others - see below. In fact 
cubical complexe.s: wer-e consider-ed even by Kr-usk.al himself. 

Also, the homoloaical analoaue of K-K was pr-oved in this vein by 
Sar•kar•i.a, and likewise Björ·ner and K.al.a.i extended their- inequalities way 
beyond simplicial complexes usina this approach. 

(3) Combinator-ial 
exterior .shiftinc, 

shiftina 
but still, 

can be replaced by Kalai 's more eleaant 
the aforementioned Frankl reeldue rtmains. 

.An analocy induct i v e appr-oach .____. exact s equenc e approach in Mors:e 
t.heol'y while shiftina approach .____. 'Wit.t.en approach. However, in our
setting, we don't know how to obtain expliclt "models" for complexes 
other than simplicial ones. 

(4) Besides the analogues and aeneralizations of K-K alluded to above, 
one also has 
the older- M.acaulay t.heorem which characterizes face vectors of 
commutative .s:emi-.s·implicial complexe:.-.s:, 
the char-acterization of f-vectors of antichain.s: (or "clutters" or 
"Sper•ner• systems") obtained by Da.ykin et al., 
the Clement.s-Lindst.r•om t.heorem whi eh subsumed both K-K ( i. e. f ac e 
characterization of the "fermlonic", or "antl-commutative 
aemi-simplicial", complexes) and its "bosonic" analoaue, i.e. Macaulay's 
theorem, 
the He.awood-:Sar•kar·ia inequ&lit.y for least valences, and so chromatic 
numbers, of simplicial pseudomanifolds, 
the McMullen-St..anley inequalities for convex si.mplicial polytopes, which 
in "VKO" will be extended to all simplicial spheres, 
the Eckhot':t'"-Kalai in.equalit.ies for nerves of arran~ements of affine 
subspaces, 
and much, much mor--=.- ! ! 

In fact Chapter V of VKO could also be call.ed "Krusk.al-Kat.ona Theory", 
but the title chosen, "Heawood Inequalit.ies:", is more a.ppropriate from 
the po int o f v i ew o f emb-=.-ddabil.ity , the point o f v i ew t aken by both 
Kempe and Heawood, who, much before K-K-etc., were already lookina at 
some such inequalities. 
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Furthermore the title is justified because this embeddability viewpoint 
will be shown in "VKO" to yield a st(' Emaithened form of the deepest of 
these "K-K theorerns", viz. the ?1cMullen-Stanley lnequalities. 

HEA \llOOD'S "MAP·-C!OLOUR THEOREM" 

This **** paper of 1889 will be the . startlng point of our Chapter V. Ue 
will review l ts contents, but ' instead of (aeo~raphical) "maps", 
"divislons", and number of tr.eir' "contactti'', ve will spea.k of gi-•aphs:: 
( i. e. one-dimens ional s impl i c ial c ompl oxaa), vec-t i c es, and their' 
valence. 

• 2 
Theol"em A. If a gY-a(.1h b.Yith N Ut?Y-tic:es: &mbeds: in S then the averatffe 
valence o f its uer-tic:<f•,s;· i .s· at most 6 - 1 2 / N. 

Heawood checks only that equal.ity holds provided one can come down to 
the coroplete eiraph on 4 •rer-tices by a sequence of steps in which the 
star of a vertex is r.epla.ced by joinin" one of its nei"hbours, alr'eady 
joined to two other nelghbours, to all other neiahbours. 

He t'ecoeini~es also that this equality is equivalent to Euler''s formula 
for a siroplicial 2-sphere. 

For the remaining "case3 of deeieneracy" he eimply asserts that valence 
can ~e no hlgher than thls number. 

2 
Theo1~em B. More s-ene-rally. if a craph w'ith N tn~r-tice.s: embeds: in l1 then. 
the auer-aZ:fe \..>al.ence o f it.s: t.1&r tie:,;;,..s;· is at most 6 ( 1 + k /~J) whe-~·-e k 
d~pends only on th& c l us·&d 2- manif1:11.d undt-r cCJn.s:ideration . 

Aaain the argument is as abovoa a.nd th'i.' troublesome "deaenerate cases" 
aet only a passing mention. 

Theol"em c. Let X d&n.o·le th€! sman„::.-st int~[ffe<r bitfflff€!Y"" than. 6 ( 1 + k /N) :fo»· 
all N, or. for suy-fac~s: with pus.-itive k, evt:.an .such tl"l.Ot 6(1 + k/x+l) < 
x. Then the above zgraph has chr-o:m.atic nu.m.bel" at most equal to x. 

For k 
weak er 
than x. 

positive avera.ge valence 
condition ensures that x 

This suffices to do the 

is a decreasing function of x, so the 
is big~er than it provided N is bigeier 
(by no~) standard inductive argument . . . ~ 

2 
'fheol"em D. I .f a compl&tc..· CY·a.ph an y vertices embe::-ds: in ?1 then we must 
haue (y-1) ::s; 6(1 + k/~r) . For the.• toru.s: thi.s: is best pa.s:.s:ible . 

The first part follows a~ once from Th. B. For the second ~e exhibits a 
toral "map" vith 7 "division.a" each in "contact" vith any other-. 

E. Heawood asserts that in fact 
poss!ble for all surfaces ~ith k ~ 

complete 

the inequa.lity of Theorem B is best 
1 pointine out that argument given is 

" -- apar-t fr-om the U€•ri.fic otion. f'i..;gur-e . wh\.c h ~ hau.;, i.ndet:td given onl~ 
for- the case of ar. an.cho r t"·irt&• out f a r m,,:J r-e hichly connected s:ur-faces 
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it will be obserued thcd there are cenerally contacts enous;h and t. ' 
.spare foY· th& abot.>e number of divisions 'each to touch each." 

F. Map c:olou1·· t.h.eo1··em. For k ::;:: 1, th& number.s, x and y coincide, a ,„ , 
this or· the next Lowe.s·t intes&Y· is the chr·omatic numbeor of tht? surfac:t- . 

This follo\Js by putting together Theorems C and E. He also vrites ou t 
the (now) f amous squ.ar•e r•oot. for•mula f or this number. 

He treats no\J 
uniona of sorne 
Obviously this 
2-dirnensional 

the prob lern in 'Which some prescribed "counties", i. e . 
"divisions", are required to have the sa~e color. 

falls into the pro~ramme of findin~ chromatic nurnbers o f 
ps:eudom.anifolds and \Je'll state the results in thi s 

lansuase. 

Theoa„em 0. I f a sr·aph &mbeds: in a p.s:eudom.anifold obtaint?d from 5 
2 

b y 
identifyint: .s·om.t? dis:joint pairs of vertief?&';. then its chr·omatic numbt?Y· 
i.s· at mo.s·t 12 , and moY·e.-ove.-r this bound is best poss:ible . 

The first part follo\Js because the valence of each vertex (vhich, up i n 

5
2 

is a pair) is at rnost 12. The hard part is the second 'w'hich he 
proves by giving the follo1Jing example "obtalned \Jith much dlfficulty" . 

H. Example. There is: a 2 4-uerte-x planar- sffY'"aph who.se ut?rtice.s· can. b c
split into 12 pairs in suc h a way that any two pair.s: haue neichbourly 
representatiues . 

He su~~ests that the "curious problern" of f indin~ all such 2raphs mi~ht 

be of interest. 

I. Then, „as.sumin,S' the uer·ification ficureo", he proves that i f one 
allovs each "county" to have at most r "divisions", then the chrornatic 
number is 6r. And also, \Jlth a similar proviso, a square root formula 
is proved for the analogous problem for surfaces 'w'ith k ~ 1. 

j. Five c:olour theor•em. 
numbey· is at m.ost 5. 

If a sffY'"Gph embed.s: in 5 2 then it.s chromatic 

The · "map"ar~ument ~iven amounts to the (no\J) standard book proof: 
delete a 5-valent star, then join and contract 2 of lts nei~hbours vhich 
were not already neighbours, apply induction, etc. 

)(. Critique of Kempe>s proot'. He accepts as valid the f ol lovin~ points 
of Kernpe's 1879 proof of the Four Color Theorem . 

(Kl) In a (welD four coloured craph con.s:ider a connected component of 
the .sub,graph d,i;,termin,;;,d by any to.)Q colors a and b. The tran.spo.s:ition of 
a and b in such an a-b r•egion yield.s- another four colaurin,g . 

(KZ) If nei,ghbour.s 1.2,3,4,5 haue c olour.s r,b,r,g,y respectivt?ly. with 
2,5 in a b-y re,S'ion, an.d 2, 4 ·in. a b-g re,gion, then 1, 4 cann.ot be in the 
same r-g re,gion, and neither c an 3, 5 be in the .same r-y re,gion .. 

So far so ~ood. But now Kempe assumed that a transposition in l's1~-g 
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region and in 3's p-y r-egion will r-emove both the r-eds. Heawood shovs 
by an example that elther transposltion can prevent the other from bei ng 
of any avail and so Kernpe's assurnption vas wrop~. 

Theol'em 1... Ij a 5-r-aph havinc all ualence.s even embeds: in s 2 then its 
chr-omatic: number- i.s: at most thr-ee. 

Hea1Jood ends his paper - which is only 7 pages long 1 by stating the 
above result, saying that its proof is „not diffic:ult, but it appears tu 
shed no licht" on the 4 colour theorem. 

Coniments: . 

(1) The best 1Jay of 
homolocy .s:equenc:e.s: . 
neatly. 

doing the proofs of (A) and (B) 
This overcomes the bothersome "cases 

i s via e :-.::a._ L 

of degene r ac:~" 

Using this method, Sar•kar·ia general ized these square root chr'omat i c 
bounds to complexes ernbedding in higher dimensional pseudomanifolds, o : 
only upto codimension 2 valences. 

(2) Ho1Jever generalization of (A) exists even upto t. 11 c: 

middle-dirnensional valences. This key result will be pr'oved in our bo oh 
usins Van Kampen Theor·y, and 'Will in turn ext end the McMullen-Stanl..-.,, f 
inequalities to all slrnplicial spher'es. 

In fact, Van Karnpen Theory 'Will allo1J us to establish, for all cornpa. --1: 
polyhedra, such chromatic upper bounds, in terms of the minimal num.L c.•· 
or ve~tices r'equir'ed to tr'iangulate a polyhedron. 

(3) The "ver'ification figures" left out by Heawood are no\J all ther' e -· 
see the book of Ringel - so proof of (E), and thus of the l1ap Col c.!.t· 
Theorem, is complete. 

The above took quite a while, 
expl i c i t minimal simplic:ial 
transcendental nurnber's ?) took 
of them ! ! 

but Br-ehm opines that discovering t he ~e 

2-manifold.s (like discover'ing expli ci t. 
so long only because there 'w'er'e too ;na«y 

So there rnight be hope still of giving a short account of the proo f of 
(E) ? 

(4) That 1Jould of cour'se still leave onerous tasks like ( I) 1 But i ~ 

\o/Ould be inter'esting anyvay to at least look at• the Heawood Gr•.aph (H ~ 
more closely: rnaybe it relates to some known graph, or to t h0 

icosahedron, Or' ~p~ ? 

(5) Regarding (K), there is now the Appel-Haken cumputer-assist ed 
cornpletion of Kempe's proof. Also note that 1<'.empe theor•y, i.e. t h E: 
study of (good) 4-color'ings of araphs, has been pursued most by Fisk who 
has some inter'esting new results here. 
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l<ALAPS "DIAMETERS 

**** paper introduces commutative shif'ting, defined analoaously to 
·:··ant.tconunutative s:hi:t'ting, 1Jhich Kalai J had used previously to establish 
-E~khof':f'lill inequalities: for face · vectors of nerves of affine 
~ranaements. He shows how comrnutative shiftina yields the "dual" 

ullen's inequa.lities: for face vectors of sirnplicial polytopes. 

insiahtful refornulation of Stanley 's pro9f then leads hirn on to 
restablish (more aeneral) hiaher codimensional Heawood inequalities for 
aimpllclal complexes embedded conuexly in euclidean spaces. 

Generic monomial ba.s:es:. The commutative alaebra A aenerated by 
vertlces over <C is the linear span of the set 11 of all commutative 
monomlals in the vertices. Usina a aeneric (same definition as before) 
araded algebr•a a.utomor•phis:m X of A, we replace its vector space basis 11 
by a new basis X(I"I). 

If K is a simplicial complex on these vertices, 11(K) will denote 
monomials supported on K. Projecting onto the linear span A(K) of I"l(K), 
X(l1) becomes a spannina set of this subspace. lJe use any total or•der·, 
of the vertices v, and thus of the let.t.ers: x X(v), to select, from 
this spannina set, the lexicoaraphically smallest basis A(l1(K)) of A(K). 

Corr-ection. Kalal's definition of <p should be only for monomials of 

same degree, l.e. this is the product partial order, so as before we get 
the following. 

(8) A (l"l(K)) is a s:hifte-d or-de-y- ideal of monomials. 

Let us say that a monomial of dearee r is a pus:hout if it contains no 
letter lese than the y-th. These arise from dearee r simplices, i .e. 
monomlals without repeated letters, by pushina out their letters ~!r-j, 
... steps to the right, thus e.g. 

lt follows frorn (B) that the subset of all simplices of A. (t1(K)) is a 
shifted simplicial cornplex. However its size is usually biaaer than 
that o f K, so Kalai conc ent rat es on a shi ft ed subcompl ex o f thi s ""hi eh 
he defines as follows. .. 

<C> Structur•e t.heorem. The simplices whose pu.shDuts ar-e in .6. ( ?1( K)) 
t::on.stitute a shifted s:implicial comple"' A(K) c A(r1(K)) which has the 
same .S.'ize a.s: K. Furthermore, a monomial is in A (l'1(K)) if and only if it 
i.s: thti! pr-oduct of .s·omE- de€r-eE- r pu.shout of A(?1(K)) an.d .s:-om.i;. mon.omial in 
th.e first r letter-.s . 

Note that the subset P(K) c h(M(K)) of pushouts ls a (non-shifted) order 
ideal of monornlals. 

Reaardin~ its proof, we know only hov to deduce (C) startina from the 
followina weaker statement. 
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If delff ( K) = d, then b. C tI C K)) does: not contain any pus:hout o f de5r-ee 

Pr-oof of (C) as·sumi.n.5 (c) . Let dearee K = d and let L be the 
subcomplex of K obtalned by rernovlna lts dearee d slmpllces. 

Clearly M(L) is a subset of M(K) whlch J coincides with it in dearees less 
than d. Since b.(tl(L)) is also a subs-et of 1i.(?1(K)), it follows that lt 
too coincides with lt in degrees less than d. 

Assuming (C) lnductively for L, its second part shows that the fd-l (K) 

dearee d rnonornials of A(M(K)) which are not in 1i.(?1(L)) must be pushouts. 

Thus, usina (c), all new rnonornials of 1i.(?1(K)) must be some monomial in 
the first d letters tirnes one of these fd-l dearee d pushouts. 

Ue note now that the nurnber of dearee k monomials in H(K) \ M(L) equals 

fd-l (K) tirnes (k~lJ• the nurnber of dearee k monomials in 1.1hich all d 

aiven variables (= the vertices of any dearee d simplex) occur. 

Ornlttlns an occurence of each of the d variables we see that thls factor 
also colnc 1 des w l th the nurnb er o f degr e e k-d monomi als in 1.1hi eh s:ome 01~ 

all of d aiven variables (= the first d letters) occur. 

Thus rnonornials obtained by rnultiplyina monomials in the first d letters 
with the fd_

1
CK) pushouts of 1i.(11(K)) are all in 1i.(?1(K)). q.e .d . 

Correction. Lemma (6.3) (= Theorem (C) 1.1ithout "only if") is not proved 
completely in paper because Kalai 's (more complicated) araument also 
assumes (c). -As far as (c)'s proof aoes, 1.1e see from the blnomial 
identlty, 

that the number of de5r-ee d+l monomials: in ?1(K), i.s: at mos:t equal to the 
numbe:-r of de,gree d+l monomials on the N letters: which are not pushouts. 
Also, these "eneric non-pushouts are obviously lexicoaraphically 
initial. tJhat ls not clear to us is why the p°fojections of these 
monomlals constltute a spanning set of the degree d+l summand of L(M(K)) 
?? If this could be ar"ued out - it 1.1ould suffice to deal 1.1ith the 
maximal case when K consists of all simplices of dearees d or less -
then it would follow at once that the dearee d+l monomial)l! of 1i. (M(K)) 
are all non-pushouts. 

Before lookina at ho\J Kalai uses his A (K), we will f irst ao over his 
reformulatlon of Stanley's proof of McMullen's g-conjecture. 

Shit'ted or-der• ideals: H(K)~ (;UK). 
denote by H(K), resp. G(K), the 
monomials whose letters are all 

For any K with dea(K) = d \Je will 
subset of 1i. (M(K)) consistina of all 
biaaer than the dth, resp. (d+l)th. 
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follovs that these shifted order ideale are finite. 

Recall that a de~ree d simplicial complex K is calledCohen-M.acaulay iff 
link LkKa of each simplex a ~ K has trivial reduced homolo~y in dearees 

lese than d-dea(a). 

CD) Reisner's: t.heo1··em (Kalai's forrnulation). If K is Cohen-Macaulay, 
then one can choose A ( I1 ( K) ) .so that a monomial lies in it if f it is a 
monomial o f H ( K) timeS' some monomial in the first d letters . 

[We recall that this required some local cohomoloay arauments: the first 
d letters of such a ~eneric basis form a so-called homoaenous s:yst.em o~ 
paramet.er•s for the ring L(I1(K)).] 

So, for a C-?1 K, one can calculate the face vector of H(K) in terrns of 
the face vector of K. This turns out to be the h-vect..or of K. Thus, 
for a C-I1 K, its h-vector, bein~ the face vector of an order ideal, must 
obey Macaulay's inequalities. 

CE> St..anley's: t.heor•em (Kalai's formulation). 
then one can al.s:o ensure that multiplications 
letter· yield bijection.s: Hi ( K) ~ Hd- i ( K) for all 

If K bounds a d--polytope. 
by power-s of the ( d+ 1 )th 
i s d/2. 

[We recall that this required the deep ~d Lef's:chetz theor-em for to1··ic 
V&l'iet.ies: which tells us that, for any toric variety sternrnina from a 
polytope, its cohomoloay, vhich has the same dimensions as lH(K)I, obeys 
a stron~ Poincar•e dualit.y, analoaous to that of smooth Kaehle1·· 
mani f olds: the ( d+ 1) th 1 et t er corresponds to the Kaehl er form, and th e 
primitive classes correspond to G(K).) 

So, for a polytopal boundary K, the face vector of G(K) can be 
calculated in terms of the f ace vector of K. This turns out to be th e 
g-vect..or· of K. Thus, G beina an order ideal, it follovs that th e 
g-vector of a polytopal boundary obeys Macaulay's inequalities. 

Nov Kalai rnakes very jlood use of (0) and (E) to obtain the follovin g 
strikins result. 

,,„ 

CF> Convex emheddabilit.y t.heor•em. If K occur.s within th.Eo boundary of a 
.s:impl.icial. d-pol.ytope with N vertic.:;,s, then ll.(K) is a subcomplex of 
l:i.(C(d,N)), where;,. C(d,N) denote.s the cyclic pol.ytope on N vertice.s·. 
Furthermore, on.e ha.s: equality ll.(K) : ll.(C(d,N)) iff K is the bDun.dar·y uf 
a nei€hbourly d-polytope on N ver-tice.s: . . 

Proof. Since shiftin~ preserves inclusions it suff ices to consider the 
case K = polytopal boundary . 

Usins (0), ve associate to each of the ~(K) dearee k monomials of H(K) 

a disjoint set of simplices of ll.(K) of dearee i, k ~ i :::; d, as follovs: 
first take the de~ree k simplex havina such a monomial as pushout, and 
then add to it any i - k of the first d-k letters. 
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The total nurnber of i -s irnplices rna.de this 1Ja.y bei.ng f. (K), it follows 
l 

that the a.bove is in fa.ct a. ne1J description of aU of D.. (K). In 
particular 'We see that Li(K) is dirnensionally pure. its top - dimensional 
eimplices belng glven expllcitly as &bove wlth l=d. 

But we also have (E), 1Jhich tells us that each monomlal of H(K) ls sorne 
powet' of the (d+l)th letter tirnes a monomial of G(K) of degree ~ d/2. 
Comblnlng this fact 1Jith the abov~e explicit descz:-iption of the top 
simplices, it follows that these at'e all admiss:ible. By thls is meant 
that if the (k-l)th letter is outside the degree d simplex, then all 
letters k through (d-k+3)rd are inside the simplex. Thus it rernains 
only to check the follo1Jing. 

A(C(d,N) and mor.:.- cenerally the 
neichbow•·ly d-polytopal boundary on N 
s:hifted .simplicial e:ampl.a-x. cener-ated 
s:implice.s on N ve:.rtices . 

com.mutative .s:hift A( K) of 
with 

de:.cr-ee 
vertice.s: 
by all 

- coincide.s: 
admi.s.sible 

any 
the 

d 

Slnce the first cornplex is, by a.bove, a. subset of the lattero this 
follo1Js by checking that the t'WO complexee have the same size . q .~ .d. 

n 
(f°) A higher codimens::ional Heawood inequalit.y. If K occurs within the 
boundary of a simpl.ic:ial ( 2n+1 )-polytope, then w.:. mu$t haue. 

f (K) < (n+2).f 
1

(K). 
n n-

Proof. Other'Wise A(K) being shifted it 1Jould contain the n-skeleton of 
a (2n+2)-sirnplex. The sarne 1Jould be true foz:- D..(L) 1Jhere L is the 
amblent polytopal boundary. But frorn this lt ls easy to check that sorne 
top sirnplex of A(L) is non-adrnissible, a contradiction. q.e:. .d . 

Com.ments 

(1) Theoz:-ern (E) for sirnplicial sphez:-es z:-equiz:-es other ideas because no1J 
one can't attach a toric variety and use its Hodge theoz:-y. Like1Jise (F) 
and (f) are true even 1Jhen K embeds topologically in requisite 
dimensional sphere or euclidean space but z:-equlre ne1J methoda. 

(2) The purely cornbinatorial results given in the paper from page 18 
on1Ja.z:-ds apply to any shifting operation A(K) 1Jith the above behaviour, 
so conjecturally to antlcornrnutative shiftlng also. 

•" 
(3) This inforrnation is then used to study the diamet.er• problem 
dual simple polyt.opes. Recall that their graph determlnes their 
structure. The optimistic conjectuz:-e of Htrs:ch is that a 
d-polytope 1Jlth N facets has diarneter :s; N - d. Kalai ~ets good 
for the diarneter of dual-t.o-neighbourly polyLopes by using (F). 

for the 
lattice 

simple 
bounds 

(4) This last deduction proceeds via sho'Wing tha.t such a graph is a 
magni~ier of appropriate order, i.e. that any vertex set of cardinality 
~ N/2 al'Ways has an appropriate percentage of its nei~hbours outside it. 

(5) He ~ives ref erences for the curloua connections 1Jhich exlst between 
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~- the spectr-um of the Lapla.cian matrix of" a. ~raph, i.e. incidence matr-ix 
times its conjugate, and the magnif icatlon of the gr-aph. 

VAN KAMPEN~S ''KOMPLEXE II 

VKO will lnclude a tr-anslation of ~ this **** paper- of 1932. 

CA> Theor-em. The space of linear- embeddin.€& 1< 0 -IRm, m ~ 2n+2, is 
path connected. 

Proof. Any dir-ection not par-allel to the, at most (2n+l)-dimensional, 
and finitely many, affine subspaces deter-mineä by pairs of simplices of 
an embedded K, will be called non-Corbidden. 

Given two linear- embeddinli:S of K, and a ver-tex v of K, we join its two 
images P1 ,P 2 to a thir-d point Q such that P1 Q and P

2
Q ar-e non-for-bidden 

with r-espect to the two embeddings. 

Ye can find a family of linear- embeddinas containina the 
likewise another- family containing the second - embeddina, 
the antistar- of v fixed, and under- which v travels from 
poaition to Q. To do this extend P 1 Q to P

1
°P

1
QQ' and, move 

per p 1•p1 1--+ p 1, Q' p 1 Q' 1-+ QQ' . q.e .d . 

first - and 
which keeps 
its initial 

the star- as 

CB) \rlhitney t.r·ick. lf n ;:::: 3, and a ceneral position p .l. map of Kn in 

IRZn has a paiY· of double points, havinc intel'&:ect.ion number•s +l and -1, 
and beloncinc to the scan& pair of n-faces of K, then they can be y·emoved 
without introducinS' any new sincularities. 

To start wlth, Van Kampen stated this without any inter-section number 
condition. He joins the two double points by an arc, in just one of the 
faces, and tr-ies to oone away its tubular boundary out of harm's way. 
Brown pointed out to him that this does not work: see "Ber-ichtiaunli:", 
where Van Kampen also states that the intersection number- condition is 
needed, but can't aive a pr-oof of the above. Ten years later, Uhitney 
gave a method of removina such a double point pair which used a smooth 
structure. Hovever i t is true that a more elaborate conina arflument 
also works. ~ 

CC) More coning. Also, in abovt? situation, we can r-t?move any double 
point beloncinc to the .s·ame or adjacent n-fact?s. 

Kampen aives a correc;t pr-oof. fn fact In "Berichtili:UOli:" Van 
case, as Zeeman and 
elaboration of the above 

others were to later notice, only 
erroneous coning argument also wor-ks. 

in thl s 
a. small 

<D> Piping. ln above .situation, and euen for n ~ 2, we can, by 
attachinzg a lonc thin pipe::- to any n-face, add extra intersection.s, all 
with numbe:.-rs + 1 or else -1, o f this n- face with all n- faces incident to 
.s:oome other (n-1 )-face. 
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<E> Van Kampen Obstr·uction. Let $ be the v-ector whic:h ass:oc:iates:, to 
any unordered pair of dis:joint fac:e&· of an n-d~mens:ional K. thefr
'Lntersection numbtaor under a civen ceneral pos:ition map into 2n-s:pac:e. 
Zf this map is chanced, then the ntaow vector- can be obtained from the old 
by a slil'quence of .s·tt:tp.s." in c-ach of which on.-. adds +1, or- e;,ls;oe always -1. 
~never onc? member-· of the pair- is incident to a ch.o.sen ( n-1 )-face. 

Usina 1 at et' t et'mino 1 OQ.Y, thi s theor em sa.ys tha. t the ch.aract.arb:rt.ic 
cohomology class: [$] depends only on K, a.nd tha.t its vanishinQ. is a 

~~·necessat'y condition fot' the p.l. (an51, a.s Van Kampen pr'oves, even for 
the topoloQ.ical) ernbeddability of K· in 2n-space. Also, usina (D), and 
then (B) and (C), he rernoves all sinQ.ular'ities, of any aeneral position 
map of such a K in 2n-space, i.e., modulo (B), he obtains the following. 

CF> Van Kampen-Wu-Shaph·o Theor-em. 
twice dim.ensicmal eu:::lidt-an spact:t 
clas.s [$] vanis:he.s . 

An n-complex, n ~ 3, p.l. embeds in 
if and onZy if its: charac:tt-ris..tic: 

The latter two authot's used 'IJhitney's smooth method to establish (B). 

Actual l y above r esul t hol ds, by v i r'tue o f the cont emporaneous )(ur•atows:ki 
planarity criterion, even for n = 1. For n = 2 lt is posaible that this 
condition may suffice only to ensut'e topoloaical embeddability ? 

<G> Embeddability of" manif'olds:. An n-ps:eudomanifold embc?ds piecewis:e -
linearly in 2n-s:pac:e . 

This is proved in rnain paper by checkina f8 ] = 0 f or such a K, in 
»Berichtigung" dit'ectly by using (C). 'IJhile dolng this direct proof, he 
also checks that identifications in codimensions ~ 2 do not effect 
embeddability in twice-dimensional space. 

CH> Van K.ampen-Flor•es:: Theoa-.ean. The n-s:keleton of a ( 2n+2 )-simplex, and 
tlwlo (n+l )-join of 3 point.s" ar-·e n-compl.:.-:x.:.-.s not embeddabl.e in 2n-.s.·pace . 

To see this he checks that fot' a special a.p. map $ has only one nonzero 
c:oordinat e, and that one needs to chanae two coordinat es at a time as 
one proceeds to any cohomoloaous cocycle. 

PERLES~ CONJECTURE 

tJe vi 11 ~i ve Kalai 's simple proo f o f the f ol lowin~ r esul t, whi eh vas 
conjectut'ed by Perles, and proved first by Blind - Man!. 

Theorem. A s::imple polytope K is determined by its: craph G ( K ) . 

Pr-oof. (A) and (B) below will show hov K can be recovered from G(K). 

By an acyclic or•ient.atian o f a c e 11 c omp 1 ex K 
of its vertices which has exactly one local 
h-vector is defined by settin8' h. (K) equal 

l 

vhich have exactly i smaller neighbours. 
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<A> Acyclic orientations of K can bt? recocnized, · amon.c.sd acyclic 

or-ientations: of G(K), as: thos:e which minimü~t? ihe sum E · 2 1 .h. (K) . 
.l .l 

For an acyclic orientation of K the above sum in fact equala the total 
number of nonernpty cella of K. This follo'w's because each cell has a 
unlque maxirnurn vertex, and, K beina simple, any t smaller neiahbours of 
a vertex deterrnine an incident t-dimensional cell, in vhich the vertex 
is a local, and thus the global . maximum. 

On the other hand, vere ve to calculate the sum usin" an acyclic 
orientation of G(K) vhich is not an acyclic orientation of K, sorne cell 
would be counted more than once, and we \JOuld aet a biaaer number. 

<B> Graphs.: G (et) o f c:ells: c.t E K can be r-ecocni~d as: 
t'ull an.d r•egul.a1·· s:ub EIY·aph.s o f G ( K ), whüse uer-tices: 
r-*"s:pect to some acyc:lic or·ien.tation. of K. 

those con.nected, 
are initial u.ri.th 

That all G(a)'s are 
the vertices of a 
totally order the 
direction. 

indeed of this type follo\Ja because ve can separate 
f rorn the other vert i c es o ( K by a hyp erplane and 
vertices by usina • a•neral poaition transverse 

Conversely, if t-reaular subaraph H c G has these properties, consider 
the t-dirnensional face a of our simple K which is determined by the 
blaaest vertex of H and its t neiahbours in H. The biaaest vertex of H 
is a local rnaxirnum in et, so must be the biaaest vertex of et> so all 
vertices of e.t must be in the initial set formed by the vertices of H. 
Thus, H beina full, G(rY) rnust be a subara.ph o( H. But, since it too, 
like H, is t-reaular and connected, it follo'\Js that G(a) = H. q.e.d. 

Conunent.s. 

(1) The terminolo"y acyclic orientation stems from the fa.ct that for 
grapha lt amounts to an orientation of its edaes not aivina rise to any 
1-cycle. 

Ther·e is no lo.s·s o f cenerality in. wor--kin.c with acyclic or·ien.tations 
which are total ordf?r·in.c.s: of the vertice.s:. To s ee this not e tha.t any 
acyclic orientation necessarily total orders the vertices of any cell, 
thus any total order, which extends this partial orderina of the 
vertices, is itself an acyclic orientation. .„ 

Thouah all total orderinas of the vertices of a. cell 
acyclic orientations ~ consider e.a. the orderina 1324 
this is clearly so for simplicial complexes. 

complex are not 
o f a squar e 

(2) Does every cell cornplex have an acyclic or-ientation ? Thou~h ve 
don't knov the "eneral ans'w'er, it is so for linear cell c.omplexes:, i.e. 
those ~hich embed linearly in some euclidean space. 

[In this context it is vorth re~ernbering the follo'IJing strikina facts: 

f ld Mn „_ d l' l ' '°n+l l 'f 't ' h d .A s:imple mani o - &mue s.: 'ln.ear· .Y 'ln ir- on y 'l 'l 1..S a s:p e~·-e, an 
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<CP
2 

does: not embed lineaY· ly in any !RN ! 

any Bancho:C:C :Cunct.iora, i.e. a linear functional separatin~ 

vertices, gives a total orderina of the vertices of such a cell 
'Which obviously has a unique local maximum on each cell. 

lt seerns likely in fact - only the first part of 
above proof will extend to sho\J that any linear 

~~,,,,...,-determined by its graph ? 

(B) remains that 
simple complex is 

(3) Simplicity - more exactly the fa.ct that for t s d any t edaes 
incident to a vertex belong to a t-cell vas important in above proof. 

For any K equipped with an acyclic orienta.tion it is useful 
the in-links Lk v and out-links Lk+ v det ermined by smal 1 er 

neiahbours of each vertex v. 

Uith this notation note 

= i. It is 

that h . is 
.l 

known that 

the number of vertices 

f or a simple K the 

to consider 
and biaaer 

v such that 

h-u.:.-ctor i.s 

in.depen.den.t 
!-vector of 

of the 
Lk v is 

c:hos t-n acyclic 
not d et ermined 

orien.tation. , but 
by its t

0
, and so 

in "enera.l 
one should 

the 
look 

also at the numbers f .(Lk v). 
J -

For exarnple, the Euler characteristic of an in- link coincides with the 
definition of the index of a vertex in Banchoff 's Morse theory, and thus 
his index formula reads .:t: (K) = Ey x (v), \Jhere :t (v) = x (L~ v). This 

follows at once from f .(K) =""' f .(v), \Jhere f . (v) = f. 
1

(Lk v). 
J '-'v J J J - -

(4) Simple polytope being determined by their lo\Jermost incidencea, the 
dual simplicial polytopes are deterrnined by their uppermost incidences. 
Kalai mentions that in fact any lo\Jer-half, resp. upper-half, incidence 
mat.r-ix of a simple, resp. simplicia.l, polytope \Jill do the job. lt is 
natural aaain to ask \Jhether this stronaer result also holds for 
simplicial/simple rnanifolds ? 

A parallel result of Perles says 
simplicial polytope determines it . 
manifolds by Dancis. 

(5) Some other points: 

that the 1 O\Jer•" ha.l f skelet.on o f a. 
This \Jas extended to simplicial 

the directions mentioned in the proof of the first pa.rt of 
0

( B) s:hell the 
polytope, 
sraph-theoret i c ma.ni f 01 d theory s ee e. a. Cavicciolli i s c 1 OS e t 0 

above, 
as is characteristic class theory of Gel.Cand et al., 
and "order-orientable" t.riangulations might also fit into this scheme ? 

SQUEEZED SPHERES 
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wlth a totally or-der-ed unlverse U of N 
called contiguous if any letter of U 

letters. A subset S 
which is between two 
a maximal contiauous 1 et t er s o f S i s l t s e 1 f i n S . Al so , f o r a.n y S !:= U , 

aubset of S will be called a component. 

'Ue denote by 'e(d) the set of thqs~ cardinality d+l subsets 
components are of e:.-ven c:ardinality or else contain the f irst 

of U vhose 
1 etter Xi. 

or the last letter xN of U. 

As ve'll see below: the sirnplices of 
form a d-dirnensional sphere C(d). 
dlscover ed in 1911 by Car·atheodor•y , 
much 1 a t er by aale . 

~(d) toaether with all their 
Thouah thes e cyclic s:pher•es 
the present d escr ipt i on \Jas 

faces 
'w'er e 

given 

A subset 'X S ~(d) will be called shi:Cted in ~ (d), respectively 
compl'es:s:ed in ~(d), if it is closed with respect to the product partial 
order, respectlvely lexicographic total order, of 'e(d). 

(A) Theo1··e1n. 
.simplic:t?.s o f 9<. 
shellable ball K. 

I f 9<. i.s: 
to,gether 

a shifted 
with all 

pr-·oper- .sub.set o f 
their face.s form 

'e ( d) , then the 
a d-dimen.siona l 

The cornpressed case (as well as (B) below) is due to Biller-a-Lee. l"luch 
later Kalai observed that their proof a.pplied even under this shifted 
hypothesis. Such balls K, respectively their boundaries ()K, \Jere 
christened srqueezed balls:, respectively s:queezed s:pher•es:, by Kala.l. 

Proof. Kalai knew already that pure shifted complexes K, i.e. those 
in the set of all cardinality d+l 

He noticed now that the exact same 
in ~(d). 

aenerated by any :-X 'w'hich is shifted 
subsets of letters, \Jere shellable. 
a.raument worked even for 'X 's shifted 

As per the definition of s:hellabillity of K, \o/e need to aho'w' that 9<. can 
be so totally ordered, that each a € 'X shares a face e with a precedin~ 

simplex of 'X only if $ is a face of a precedina adjacent sirnplex of ~K, 
i.e. one sharlng a degree d face with a . 

Such a s:helling 01··der· i.s: in fact ,given by any total order which ex.tend.s: 
the product partial or·der· o f ~K. 

To see this note that, ~K. beina shifted, all comhinatorial s:hi:t'ts: .6ab(a) 

of O', 'w'hich are in ~(d), are in 'X. If a. fa.ce e of a i~ . not in any of 
these slmplices, then it rnust contain all components of o not contalning 
the first vertex of U. The assertion follows because a member of 'e(d) 
containina all these cornponents is ~ a in the product partial order. 

C(d) i.s a p.seudomanifoid. 

To see this note that any 
odd component containin~ 

codirnension 
nei ther x

1 

one simplex can have at 
nor ~. I f i t has, 

most one 
the onl y 

incident top 
i t has none, 

faces are those obtained by len~thenina it either vay. 
then the incident top faces are obtained by addin~ 

I f 
the 
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contlguous to the component of x
1 

2 possibilities. 

0 [" In eitheI' case ve have 

So lt follovs that C(d) is a sphet'e and all othet' K's at'e balls pI'opet'ly 
contalned ln i t . q .e.d. 

(B} Theor-em. The g-vector· of a .squee2ed .spher-e lJK. i.s thE> face vector 
of an order ideal of monomial.s . 

Ue'll sketch the at'gument only fot" the mot'e impot'tant even ca&:e d+l = 2e 
and that too only vhen ~ s ~<2e>, the set of those cat'dinality d+l sets 
of lettet's vhose components at'e all of even caI'dinality. 

[Note that this subset ~<Ze> of ~(d) is closed wlth t'espect to the 
product paI'tial ot'det', thus a 9<. s;;; ~<Ze> which is shifted in ~<Ze> is 
automatically shifted in ~(d).) 

Pr-oof. The sets ~<Ze>, and {monomlals of degt'ee :s; e in N-2e+l lettet's}, 
are equlnumerous. 

An expl i c i t bijection c.' i s obt ained i f, 
~<2e> not lylnQ in a maximal contiQuous 
of U, we keep only the fit'st, third, 
them by 1, 3, 5, steps t'espectively. 

and 

out of the lettet"s 
set containinQ the 
fifth letters, 

So for exa.mple 

of any o e 
leaat vertex 
and docrea.se 

The '-' (9() just de jin&d i.s;- an or··der ideal o f munomials whos·e face vector
coincideos u.1ith th& g-u.:-ctoY· of th& squee2E!d .spheY·e bK. 

Very bt'iefly, B-L verify first that a(K) is an order ideal, and then use 
the shelling ot'det" given above to check that the h-vector of the 
shellable ball K coincides vith the face vector of ~(K). The pt'oof is 
completed by checking that the h-vector of this ball colncides vith the 
Q-vector of i ts boundary bK. q .e.d . 

To complete thelt' celebt'ated pt'oof of the sufflciency paI't of McMullen's 
g-conjectur•e foI" simplicial polytopes, Billet'a-Lee vet'e then essentialy 
left vith checking the folloving. 

(C} Theor•em. I f 9<. is comprE!s:s·ed then the s:pher-e b K i.s: polytopal. 

Ue will look at its pt'oof elsevhet'e. 

Conunents . 

(1) Odd degree squeezed balls are not very irnpot'tant because they at'e 
just cones of even degree squeezed balls. 

Also Kal ai obs erves tha t each .s:queezed ball is dE!te-rmined by it.s: 
boundin~ squeezed sphere . 
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lso Kalai observes that ~ach .s·qu""'e:z-=.·d ball is det.:.rmined by 
oundin~ squeezed sph""'re . 

j 

it.;;;· ,..~ \ 

( 2) Squeezed ball.s <:.ff·e or·de1··-or·ientable. thu.s: their lower-half s1':eleton 
is up on their boundar·y <iK. (Cf. Prop. 5.3 of Kalai's paper.) 

S~anley has verified the g-conjecture for all simplicial spheres obeyin~ 
the concluslon of the above result. 

( 3) The Hir•sch conjectur·e is· true .Jar .s:queezed s:pheres . 

Lee proved this for the compressed case only, but once a~ain his 
inductlve argument extends easlly to squeezed spheres. lt only uses the 
fact that for any of ow„ .s:queezed balls.·. both the link and the antista>·· 
of the .snnallest ver·t&x are squee:zed balls. 

(4) tJith e fixed, Kalai checks that the lo~ of the nurnber of squeezed 
(2e-2)-spheres on N vertices is at least of order Ne for lar~e N. 

On the other hand Goodman-Pollack shoved that the 1 o~ o f the 
polytopal (2e-2)-spheres is at most of order N.losN !or larse 

nurnber 
N. 

of 

[This uses sorne bounds of 1'Ulnor• 
al"ebraic varieties. Later Alon 
non-simpllcial polytopes.] 

on sums of 
~eneralized 

So mo.st .s:quee:zed .s·ph.eres are non- polytopal. 

Betti 
the 

numbers o f s orne 
G-P ar~ument to 

In fact, even thou~h they bound a shellable ball, it is quite possible 
that squeezed spheres are mostly non-shellable ? [Pachner shoved that 
any sirnplicial sphere, havin~ some subdivision in common vith a minimal 
sphere, bounds a shellable ball.] 

The asyrnptotic upper bound for the log of the total number of slmplicial 
(2e-2)-sphe.res can be computed from Stanley's upper bound theorem, and 

' 

is about N.lo~N times Kalai's lover bound ~iven above. lt vould be 
lntereatlng to au~ment the squeezin~ construction somehov, say by using 
sorne knottlng perhaps, so as to brid"e thls "ap. 

GOLDSTEIN-TURNER FORMULA 

tJe vill deal vith a simplicial complex K, vhose vertices are equipped 
with a partial order, vhich restricts to a totaf~ order on each sirnplex. 
For example, if K is a dea-.ived, then lt comes 'w'ith a n.eatu ... .al partial 
order o! thls type, vlz. the lnclualon order of the ori~lnal complex. 

Followlns Steenr·od, a face e of a slmplex et, of any such K, vill be 
cal 1 ed a r•egul.&.1" face o f a, i f any o f i ts co..mponents not· containin~ the 
last vertex of o, either is odd and contains the first vertex of a, or 
else does not contain this vertex and ls even. 

I f K is a mod 2 Euler· sp.ace then the mod 2 .sum o f all the 
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recular· faces: of sim.pl1' c es of K is . a e:ycie 1.~.Jhich r ·epr·e.!::.·ents: the total 
Stiet'el-\1/l:\lt.ney clas::s:: uf K. 

In c as e K i s a der i v e d , 
orderlng of its vertices, 
simpllces of K. 

and 
then 

is 
the 

equipped vith 
above cycle is 

the natural 
the sum of 

partial 
all the 

Thls case of the above theorem \o/as conjectur-ed by Stiefel, and pr-oved 
(unpubllshed) by Whitney, and later, by H.a.lper•in-Toledo and Cheeger-. 

In fact Goldstein and Turner- deduce ·· the above r-esult fr-om thls case as 
follovs. Let K' -.--. K be the simpliclal map vhlch lmaaes each vertex of 
IC' (= simplex of K) to its smalleat ver-tex. Then the lnduced mod 2 
chain map imases the sum of the simplices of K' to the mod 2 eum of the 
regular faces of of the slmpllces of K. 

Comments 

(1) The totally ordered set of ver-ticea of each a € K deter-mines a 
cyclic sphe1··e, one in each dimension l esa than that of C/. The bi'1,Q.est 
of these determines the ordinary mod 2 boundar•y llo lt mi'1,ht be useful 
to also define the sum of the top faces of all these spheres as the 
higher• hound&r·y o f u ? 

(2) lt seems e.g. that re'1,ular faces of a deter-mine a sequence of 
s:queezed balls, one in each dimension upto that of a, and that these 
bound the aforementioned cyclic spher-es. Thus, by vlrtue of the fact 
that the hlQher boundary of the sum of all the slmplices of an Euler 
space ls zero, lt follows that the mod 2 sum of the reaular faces of all 
simpllces is a cycle. 

(3) Steenrod's vork carne much before that of O.a.le on cycllc polytopes. 
His reaular faces vere used to usher in the Steen.r•od s:qua1·es: of 
cohomology theory, and th er e i s a vel 1-knovn f or-mul a o f Thom f or 
Stiefel-Uhitney classes in terms of these operatlons. 

(4) I t i s p o s s i b 1 e t hat t h e h i "h er b o und a r i es IJ . (a ) o f (1 ) 
J 

more light on the Kruskal-Katona theorem and function 8.(n) ? 
J 

also shed 

(S) Goldstein-Turner mention that their result also follovs from the 
work o f Banchot't' and McCr·o•"Y . 

KALAPS "t'-VECTORS" 

In thls ms. Kalai sketches hov the local Cohen-Macau.l.ay property, on the 
links of a slmpllclal complex, is equivalent to a vanishin~ condition on 
a "lobal cohomolo"y, defined in terms of anticommutative· cochains as 
follovs. 

For A, 

over IF, 

the ext.er·ior· a.lgeb1"a generated by our N vertices v
1 

,v
2 

,v3 , 

we choose an al~ebra isomorphism X:A -+ A yieldin" letters x. 
l. 
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X(v
1
). tJe note t ha t , for any simplicial compl ex K, 

--+ L(K), 1 ::=; i ::=; r, de fined by [w )f---+ [x . ...... w ), il'\'a~e 
l 

the maps Xj_ : L(K ) 

into the kernel of 

the map x
1 

l"t.h i t.er•at.ed 

xr: L(K ) --t L(K) defined by [ w ) 1-----. [x
1 
.............. xr ...... w ]. 

cohomology of K 1.1ith respect to X is defined by 

H[r,X)(K) = 

Th e 

tJe denote by llX(K) the lexicog1··apfiically sm.allest. ba&is contained in the 

spanning set of L(K) determined by the set of all exterior rnonomials in 
the letters. 

tJe recall that th1s is a sirnplicial complex 'w'hich is shift.ed vhenever X 
is gener·ic. tJe 1.1ill denote this ext.erior· shif"t. simply by ll (K) because. 
upto a sirnplicial is o rnorphisrn, it is independent of the ~eneric X 
chosen. 

(A) Theor•em. Gen.er-i c ally H [ r, X] ( K) does not depen.d on. X. Moreove~-

thi.s: sffenet··ic rth iter-att?d c ohomolosff:y H [ r) ( K) o f K coinc ides with that o f 
it.s t?x.terior .shif t ll ( K) . 

Proof. The argurnent resembles that of the familiar case r = 1: 

tJe check that, in AX(K), the r·t.h iter•at.ed cocycles, i.e. thinas lyin&i in 

kernel of the map x
1
„xr' appear as words vhose au~rnentation by ~ „xr 

is not in Li.X(K), and that, out of these, the rt.h it.erated coboun.daries, 

l.e. those lyin~ in the sum of the irna~es of the maps Xi_, 

those vhich contaln at least one of the first r letters. Thus 

,X 
r 

dim H[r,X)(K) = { u.;:Li. X ( K ) : ü<I { x l , . . , x r ) =0 , ()\__) { X l , • . , X r } ~ /:,.X ( K ) ) 1 

are 

Using this, the above 
i.e. that 

formula sho'w's 
H ( r , X ) ( K) and 

that dim H[r,X](K) dim 
H [ r. X) ( llx ( K) ) , H[r,X)(Ll.X(K)) are isornorphi c 

vector spaces. 

Finally, since Li.X(K) is independent of the ~ei1eric X, the above als o 

easlly lmplies that H[r,X)(K) too is independent of X. q .e .d . 

Besides aeneric X's, it is useful also to consider those vhose letter s 
are only in genei"al pos:it.ion 1.1ith respect to the vertice-s, i.e. are such 
that the linear expanslon of each lexlcographlcally first 1.1ord x

1
x

2
x 3 

x contalns all degree r slmplices. 
r 

For example, 1.1hen the flrst letter of such an X is the sum of all the N 
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~ertices, H[l,X](K) co in c ides with the reduced ordit ary cohon~logy H(K) 
J K. However it foll o ws easily that this is isomorphic to the 2eneric 
[1](K). Thus (A) ~eneralizes Kalai's previous result that exterior 

ahiftlna preserves cohomomology. 

Theorem. A de,grt!e d simplicial complex K i{ CoMn- Macaulay if and 
only if the ceneric ite r ated cohumolocy cr-oups H [ d-k] ( K) vanish for- all 
k ~ 0 . 

The following is the argument of "oply if" sketched in the paper. 
also aives a rnore detailed separate proof of this implication 
special case when K is s:hellable. He aives no proof for "if". 

Kalai 
f or the 

In the uery special case when K is s:hifted, shellability is equivalent 
to the Cohen-tlacaula'y property, or even to tne pur·ity o f K. Nov both 
irnplications follow trlvially frorn the above explicit description of the 
iterated cohomolosy of shlfted complexes. 

Pr-uof of "only if' . The iterated cohornoloaies 1o1ere not defined as 
homoloaies of chain c ornplex, so lt is more convenient to look at the 

.a.ss:ociated iter•ated cohomologies: !!.k[t](K), i.e. the homoloaies of the 
following chain cornplexes: 

L(K) L(K) 

(B1) Hk[d-k](K) van.ishes iff !!.k[t](K) vani.she.s for all t ~ d-k. 

This follows very 
standard rnachinery 
following. 

easily from 
o f exact 

the above 
hornoloay 

definition. UsinQ. now 
sequences Kalai checke 

the 
the 

(B2) If all prope1·· links: of a dt?grt?e d s:implicial c omplex K a1-- e 
k 

Coht?n-Macaulay, then the c ohomolocy !!. [t](K), t ~ d-k, i..s unafft?cted by 
stellar s:ubdiuisions- . 

( B3) In fact this .s·ubdiuision.-inuariant cohomology g1< [ t] ( K), t ::f d-k, 
k 

identifies_ with the 01 ·dinar-y cohomology H (K) of K. 

Thls last step of proof is accoroplished by irnitatina a well-known 
araument whi eh ident i fies <le Rh&m coho1nology w i tß ordinary cohomo 1 OflY: 

For each vertex v of K, let K denote its closed star in the de1•ive<l K'. 
V 

Then { K } i s an acyclic covel' , b ecause the dual cel.ls n ( K ) have 
V V V 

trivial iterated cohomology by the given condition on pro~er links. So, 
by lrnltatlng the aforementloned, the lterated cohomology of K' coincides 
with the ordinary cohomoloay of the ner•ve of this cover, which is 
isornorphic to K. q .t- .d . 

(C) Theor·ern. I f K i.s.· C ohen- Nacaulay, the-n its exter--ior shift b. ( K) i.s-
pur& . 
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is an immediate c orollary of Theorems(A) and (B). Note that this 
the anti-commutative analollue of Reisnel"'s: theoa•em whi c h is 

equivalent to saying that the con1mutativ& shift of a Cohen-nacaulay K is 
pure. However the current proof of thls analogue is qulte different and 
employs some alaebrai c ~eometry machinery of Gr·othendieck. 

The next result too has a known, but only partial, commutative analoaue, 
viz. for polytopal spheres only, whoae proof too is quite different, and 
employs the har·d-Lef"chetz theorem of tor-ic va.r-ieties:. 

CD) Theof'em. Th& ex.ter·i.oy· .s:hift l> ( K ), of 
contained in a d&lffr&& d .s:phere, i.s· contained 
the cyclic s:pher•e of •des·re& d with N vertices. 

any K with N 
in th& exterior 

ver-tice.s· 
shift of 

K.alai's attt?mpted Proof. Recall that the kth letter is outside a dearee 
d .admis:s:ible s:implex iff the next d-Zk+Z letter-s are all inside it. 
Such simpllces determine a shifted simplicial complex A(d,N) of the same 
slze as the cyclic degree d sphere on N ver-tices. 

So the result will foll o w from ~(K) ~ A(d,N), and mor-eover we would have 
shown that A(d,N) ia none o ther than the exterior shift of the cyclic 
deQree d sphere on N vertices. 

<Dt} I f a shiftt?d e:ompl~x i s not contained in A ( d, N) theo-n it must 
contain some Kur·at.ows:ki complex T of the following kind : 

T = 
r 2s 

et • Cl 
r s - 1 where r+Zs = d. 

This follows easily fr-om the explicit description of A(d,N). 
T* is an antipodal d-dimensional sphere, it follows that 

Now, since 
i ts d th van 

K.ampen obs:t1„uction i s nonz ero. Thus the theor em vou ld f oll ow i f ve 
could, & la Sar·ka1··ia, show the followinQ. 

CD2> If ~(K) c ontai n s the afor-emention&d T, then there is a Z - e:ocha1n 2 . 

map 

which maps: 1 to 1. 

Hovever the ms . ,git.>e .s.· no pr-c_,of of the abou&. 

•·' 
Remar•k. Note here that we cannot expect such a cochain map from L(~) 

into L((A(K)*), because there ar':? planar- cr-aph.s K who.s-& ~(K) i.s- not 

planar. (D2) asserts in particular that all such A (K)'s must alvays 
contain the (3,3)-Kurato'w'si lii\raph, never the complete '· ~raph T on 5 
vertices. Incidentally the1·-e are al.s:o non-planar- ,gr-·aph.s K with ~(K) 

planar, which sho'w's that we cannot have a cochain map of above kind from 
L((~(K)*) to L(K*) either. 

Evt?n A ( K *) ~ T * wa s le jt open. . But Kalai vas able to establish a 
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suaaestive analogue for the ex~erior square - K of K, i.e. the simplicial 
..... 

complex of all slmpllces whlch are unlons of some z, slmplices of K. 

(03) A ( I< ) 2 (t. ( K)) and more s;-enerall:y t. ( !(,... L) 2 6. ( K )......6. ( L ) . 
...... ...... 

To prove this Kalai used the lnterestina dual description of A(K), viz. 
that lt conslsts of the fi~st wo~ds in linear expansions of elements of 
the subspace L(K) of A. 

Y e 111!11 aive in Chapter V of "VKO'" a proof of Theorem (D), vhich uses a 
ne111 aquivar•iant shi:Clin.g. This process is ncnconunutatiue, since lt is 

.based nelther on the anticommutative, nor on the commutative, al~ebra 
senerated by the vertices, but on another non-graded-commutative graded 
alaebra deflned by using the group actlon . 

• 
Conunent.s· 

(1) The dual problems regarding f-vectors of nerves of affine euclidean 
ai··r•.angements had earlier led Kalai to the study of d-Ler•ay complexes:, 
and he had already proved an analo2ue of Theorem (B) for these. In his 
first paper however this dual result was only proved under the stron~er 
assumpt i on o f a \i/egner• sh.ell.ability whi eh al 1 nerves o t above type obey. 

(2) Usina commutative cochains, Bier- has defined very simple 
cohomolosles, in terms of -which, both the Cohen-nacaulay and Leray 
propertles are equivalent to some vanishin2 criteria. lt would be very 
nlce lf we could show, analo2ously to the above, that commutative 
shlfting preserves these, and then maybe even obtain a simpler proof of 
Reisner's theorem, and more ? 

( 3) McMullen~s: conjectuN~. For an:y sim.plicial de~·-ee d sphere , 
(h

0
,h 1-h0 , ,h[d/

2
)-h[d/

2
]_ 1 ) is.· th.:;, face uector of an order· ideal oj 

monomials . 

Ar~uments already given by Kalai 
la a corollary of (C) and (D). 

i n " D l am et er s " shov that the above 

Here the h.'s are coefficients of the h-polynomial, vhich is obtained, 
l 

from the face or :C-polynomi.al of the simplicial complex under 
conslderatlon, by changing x to x-1, l.e. one has 

d-k d-k E hk x . = E f k _ 1 ( x-1 ) . • • 

For a (d-1)-sphere one has the Dehn-So~r·ville equat..ions: = 

Thls is very easy. In fact the equation for k = 0 is Euler·'s: equation 
of the sphere, and the others follo'W very easily from (änd indeed are 
equlvalent to) the fact that slmllar Euler's e~uatlons hold also for all 
pr-op er· 11 nks. 

[Ka.lal 
and k, 

notes that the 0-S 
from E v hk(LkKv) 

equations also 
= (d-k) .~(K) 
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rd to check directly. 

hua, by (C) and (D), I1cI1ullen's conjecture vould follov if we 
verlfy the same assertion for any pure and shifted subcomplex of 
which obeys the Dehn -Sommerville equatlons . 

could 
A(d,N) 

. Thls had been already done by Kalai in his "Diameters " He "ives a 
more ele"ant version of this ar2ument in this ms., explicitly 
constructing the required order ideal of such a shifted complex. 

(4) Besides the duality (both of results and methods) betveen polytopes 
and arran"ements (e,g. the dual . oJf tlc?1ullen's conjecture is that of 
Eckhoff's) ve have the uncanny parallelism (of results, not of methods) 
between cornmutative and anticommutative shiftin". lt is possible that 
perhaps any irreducible representation of the symmetric "roup likevise 
determlnes a useful shiftin" process? Also, there should be a uniform 
method, maybe involving de Rham theory or cohomology theory of algebras, 
which can be applied in every case ? 

(A) If a sim.plic:ial 2-s·.phet··-=-'s t.><=-rtict-s are aH of the same de,gr·ee, 
2 then it must be iscm1or·phic: to the 4-uertex tett··ahedron S 
4

, or the 

8-oey·tex OCtahedron $~, üY· t'lSe "th.e 12-v<&Y·'tt-X i.cos:&he-d-Y-<:>n S~2 . 

This was knovn even to Plato, and follows easily from Euler· 's formula. 

The tetrahedron and the octahedron have obvious hi"her-dimensional 
analogues, but not so the icosahedron. However its existence is a very 
f ortunat e f act, b ecaus e wit.hout t.he icosahe<ll'on> ma:t.hemat.ics would have 
been. much poor•e1". In Chapter IV of "VKO" we' 11 2ive many examples based 
on the icosahedron. 

(ß) Kuhnel' s 9-vei·· t.t!>< 2 complex pr•oject.ive ~l.ane CP 
9 

is an 

"i<:::o&·ahedral ubiquity" b.:icaus& it is a "complexification." 

ex.cnnple 

oJ R.P
2 
6 

2 
S

12 
/Z z, the 6-ve1-.tex t"eal p1-.oject.ive plane, in the followin,g sense: 

of 
= 

There is a 12-vertex cornplex projective plane, obtained by derivn~ 3 
ed"es of Kuhnel's 9-vertex complex projective plane, vhich has a 
simplicial Involution, whose fixed-point-set ls a subcomplex Isomorphi e 
to the 6-vertex real projective plane. .~ 

The above, which 
thin"s contained 

we don't understand completely, 
in the paper of Kuhnel-Banchoff. 

is one of many nice 

Not so ele"ant, or even directly connected -with the icosahedron, is 
kuhnel's 01„iginal path to his discover•y1 

The icosahedron 
deriving its top 

can 
and 

be constructed 
bottom faces, 

from 
and 
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two trlangles replace each of the rectangular vertical faces. 
perturbatlon of the triangula~ p~ism 6'ives the octahedron. 

A similar 

Start no'W 'With a .soU.d triangular prisrn 'With base much bi2ger than the 
top, and derive the top. Then cone the surface, excludina the bottom, 
to a new vert ex, and p ert urb t o make the r ectanaul ar pr i sm f ac es i nt o 
tetrahedra. Finally add a tetrahedron. This "ives BPuakne~'s:: 

3 neighbour•ly 8-v~H·tex 3-s::phePe S
8

. 

Kuhnel constructed his CP~ by corrina s: over a 9th vertex, and then used 

sorne perrnutatlons of the 9 vertices, forming a group of order 9, to add 
more slmpllces. 

<C> 2 
CP 9 has: an. order 5 4 §roup o f .symm.etriE.o.s which act.s: tr·ans:itiuE.oly on 

the 9 t..iertices:, thus et.>eY·y t.>eY·tex.-link is a Bruckner 3-s:ph<?Y·e. 

The isotr-opy "roup 
Bruckner sphere, is 

of each vertex, i.e. "roup of 
of order 6, bein" in fact z

2
xz

3
, 

symmetries of the 
and the Quotient by 

That the above procedure yields a mani!old 
complex projective plane is not too hard, 
classlflcation theorem can be used. 

with the homotopy type of the 
and at this point F1,eedm.u11's 

But the 
expll cl t 

<D> CP2 
9 

Thls 'Jas 
cornplex 
none o f 
'Way. 

above paper also has a aeornetric araurnent 
homeomorphism. 

) - 1!PrJ /.._f-,CJ<·rly 

is the only) .!;·im.plicial 9-uerte:>.! 4-manifold . 

'Which exhibits an 

checked even before it 'Was verified that this manifold is the 
projective plane. To do this Kuhnel-Las::s::mann verified that 
the other 3-spheres led to a 9-vertex 4-manifold in the above 

\ 1 -

u..jl..\l--i•""'-"j ~ ~"t.·'·)o 

(E) The deleted join of the 

of the 3-nei§hbour-·ly CP~ is a 

2-n€-igbourly RP: is a 4-spht-Y·e, whil..:- that 

7-sphe~·-e. 

The nei"hbourliness is obvious, 
fact that these are sel:t'-<lual, 
complexes. 

while the sphericity follo\Js from the 
or, in Schil<l ,~, s terminolo(;!.y, "nice" 

Note that (E) 

l n !R 
4 

and !R 
7 , 

implies in particular that RP~ 2 
and CP

9 
embed respectively 

and that these dimensions 4 and 7 are the best possible. „ 

(F) . 2 5 . CP2 . The general po.s.·ition lin&ar &mbeddin~ of RP 
6 

in !R , r·es.·p . of 
9 

1.n 

CR 8, is tight, in th& sense that all half-spaces: contain. a ccm.n.e:- · t,;,d, 
resp. simply connected, par--t of the complex. 

Furthermor& th.:- spact? of s:ecants, i.e. lines: mt?e-tin§ tht? complex in at 
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is: of düHen.s· ion less than 5, resp . 8. 

he second part is essentially equivalent to sayin" that the deleted 
jo.lna are of dirnensions less than 4 and 8 respectively. Likewise, the 
firat part corresponds to the 2 - and 3-nel&hbourliness of the cornplexes. 

Smooth uersions of abou.;,. ~mbeddiniff.S are also known . 

For example, consider the rnap frorn a< 3 
to 0<

6 "iven by 

(x,y,z) 1-----+ (xx,yy,z2,~Z.xy,yZ.yz,yZ.zx). 

This maps the unit sphere :J- of a< 3 
into [the sphere obtained by 

1R
5 

c IR
6 on 

2 points 
sectlonin" the unit sphere of IR

6 
by] the affine subspace 

whlch the surn of the f•lr·st three coordinates ls ,1. Furthermore 

of s 2 have the sarne irna~e iff they are antipodal points. 

This srnooth Ver•ones:e EHnhedding of D<P 2 in 0< 5 has to be titzht because 
compact conics are connected. lt is known also that its aecants form a 
hyperaurface. 

The definltion of the Veronese embeddlng of the complex projective plane 
in 8-space is analo~ous. These were of course known since lon8', and 
Kuiper· had posed the problem of findin" non-smooth embeddin"s with the 
same properties vis-~-vis ti"htness and secants. Posslbly lt was this 

questlon which led Kuhnel to his CP~ ? 

CH) There i.s· an elliptic cur·ve in <CP 2, i.e . a tor--us determ.ined by a 
third de,gree equation., .,,;· u c: h. th.at th.e 9 Ver·on.e.se imazg-e-.s;· of its.· 9 

ird'le><ion points: dt:der·m1.n..=:- a linear- em.beddiniff o f CP~ as: in ( F) . 

This is harder, but K- B give these 9 inflexion points explicitly. 
Recall here that an elliptic curve is isomorphic to a torus as a group, 
the group action of th e c urve being given by collinearity of 3 points. 
The lnflexlon polnts are pre c lsely the order 3 points ln thls group, and 
conatltute a z

3
xz

3
. 

(1) 

Cotn~nents 

2 
Ue lack a really c on c eptual definition of CPo .~ · The "roup Z 3 ( o r 

lta square) seems important, and of course lt is vithin the 3-fold join 
of a 2-almplex, lt would be nice if lt could have a quick deflnitlon as 
a particular klnd of deleted joln ? 

(2) If K ia t-nei~hbourly then any linear map of K in a Eu~ lidean apa c e 
ls t.-t.ight, i. e. any half - space intersects it iri a t - connected thin". 

An interestin8' problem here is whether a simplici&l n\.&ni:Cold K which is 
t-connected, t ~ n/2, c an be retriangulated in a t-neighbourly way? 
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If dimensdon ot· del.;,ted join of K is ~ 
linear embedding of K has dimension ~ s. 

van K.a1npen 's "f or·bi dden directions", 
different directlon, K embeds lnto s-space. 

s, then the 5.:ecart. s:p.ace of 
Note this space is made up 

and by projection alon~ a 

The analo~ous problem here 
manlfold linearly embeddable 
lts deleted join of dimenslon 

\./ould ~ rou~hly 

i n s - s p a c e c an 
::'f s ? 

be 
be 

\./hether a simpllcial 
retrian~ulated to make 

SHIFTINO AND MATROIDS 

Let T be a finite subset of a vector space. Then 

(i) :tl, the family of all lin.:.arly independent. s:ub&ets: o.f T, i.s· clos:-=-cl 
uri.th rt:!s.pect to S, ancl <.JH)J s uch inde.pendent s:et can always: bt- augment.:-J 
to a big,ger on.e by aädin,g a suitable elt-ment of anotht-r giL>t?n bitf:s' e-~·· 

independen.t .s·ub.s-.:.t o f T. 

(ii) .Al., th.e far11.ily of all ch·cui-t.s, i .e . minimal. linearly dt?(,endt-nl 
.s:ub.s:et.s:, of T~ h.a.s· n.o p1·op&r .,;;: relations, and ij t-wo di..:-;-tinc t circt.1it.:;;· 
contai.n a cc.mw1on t-1..&m&nt, tht-n thf!ii!i.r· union contain.s: a cit··cuit not 

containin,g th.is.· elemt-nt . 

Followin" \tlhitney, 1935, any family t1, resp . .M., of finite subsets of a 
set T, whlch obeys (i), resp. (ii), is called a 111.&t.1-.oid. Note that the 
aimplicial complex M, and the clutter• ...M. deter-mlne each other-. 

l<'.alai's: matr·oid-theoPetic.al gene1··.aliza-tion of" ext.er·ior• Ei:h.i:t'ting: 

Given N
2 

var·iables: X .. \./ith 
.1. J 

(A) indices l, j E 

{1, 2. 
{ 1. 2. 

'N}' 
'N} • 

'w'e associate, 
the deter·minant 

to any t\./o equicardinal 

X _ = det (X • . 
üf::J l J 

iEct, j€8}. 

aets 

Llke\Jise, \Je associate, to any t\Jo (lexico*'r-aphically 
equlcar-dinal families L,K of equlcardinal sets, th~ ~ deter-minant 

or-dered) 

Note that these successive determinants are elements 

ring " of all integral polynomials in the N2 variables. 

of 2 [X . ] • 
l J 

(ß} Genei··ic m.atr·oid. To any family K. Df t-subs"'ds of 
· a.s·soc·iate the mat1··oi<l I1 ( K), on the .s·et T o f all 

{ 1 , 2 , ... , N}, wh.ose max.·imal independe-nt sets are all 

.. 

{1,2, ... ,N}, 
t -subsets 
Vs with 

[More generally glven any prime p we can poatulate XLK nonzero mod p.] 
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A denote the exterior al~ebra over W = <fJ C X. . ) 
l J . 

"enerated by 

v 1 ,v2 , ... ,vN and C(K) :.:; A, its vector subspace spanned by exterior 

monom!ala in the vi' a whlch art supported on K. 

Then the canonical projectlons of all the de"ree t exterior monomials in 
the letters x. = :L . X . . v. deter-roine a. apannin" aet of C(K) which we 

l J l J J 
will !dentify with T in the obvioua way. 

Clearly the "eneric matroid M(K) of K coincides with the matroid of all 
llnearly independen~ subsets of the gene1 ·ic spanning set T c C(K). 

(C) The ~eneY·ic mafr·oid M ( K) is 
permutation o f { 1 , 2 , ... , N} i.nduces a 
s:implic:ial c:omplex M ( K) . 

s::ynunet.r•ic, 
.s:impli.cial 

Thls is clear from th e d e finition of M(K). 

in th.:=. s&nst- &ach 
automurphis·m uf th& 

(D) Lexicogr•.aµhicully ndnlm.al b.as::is A(M), of c.m.y symmrnt-tr·ic matruid ?1, 
on the set T of an <..<:.n ·dinality t-s;·€d.i;;· of { 1, 2, ... , N). i. -, wl U 'ted, i .~ . 
i.s: clos."ed with r·espe <" t lo tht:t .µt·odu~t partial ordti:tr uf t - .s·.=;.t.i;;-. 

Here of cour-se "basis" means a maximal independent set and the 
"lexicographically minimal" basis is obtained by seivin" out t-sets 
dependlng (in the obvious abstract sense) on lexico"raphically previous 
t-sets. lt need not be the lexicographically smallest basia . 

The above result follows because the shuffle 
generalizes at once to the above abstract situation. 

permutation proof 

(E) (::h·owth. of" shif·t ,ed t ·am.ilies. Any shifted family !:.. of cardinality 
t-s·et.s of IN has· onl:y _fi.nitely many gene1•&-t.01•s:, i .e . minimal s."et!:.· S '1•ho s.· t
aucmentation.s by any t- 1 S 1 bissrer-- numbe=ors are all in !:.. . Thus shijted 
families ha·ue pol")momi al ~:rou.1th . 

The first part tl)ough s ur-prisin~ is very easy and at once gives the 
formula 

j~N I = l: s 
(N- max(S)J 

t-ISI •·' 

where .ti.N is the shifted subfamily of A with all vertices in { 1 ' 2 ' . - . 'N}' 

and the summatiom is o ver this fixed finite set of "ener-ators S of ~ -
This establishes the se c ond part. 

(F) (:fr·owth of" synunet1„ ic m.at1„oi<ls. Let M be a s ymmetri c mafr·oid on. the 
set T of all t - sets o f D·~, and let M:N be its rt- s triction to the .s·et TN oj 

all t-sets of {1,2, .. ,N} . Then ranJ.;: (~) is a polyn.omial fun. c tion of N. 

Here "rank" of course means cardinality of any basis of the matroid. 
The result follows from (E) and (0). But note that in (D) o ne should 
use the r·t-verse lt- '>dC«• sv>··u1-1hie: ur-der· in which TN is an initial set: so 
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arise by restricting a shifted famlly 6 of t-sets 
to {1,2, ... ,N} . 

(G} Shi:fting is: a pr·ojection.. If K is alr-e-ady &·hifte-d, then 6 ( K) 
.A(M(K)) = K. 5'o ti.(ti.(K)) = t.(K). 

= 

Thla followe at once from the next resalt. 

(ff) Some detei•minan.tal identities:. If K and L ar·e- e-quicardinal shifted 
familie-s of t-se-t.5' of {1,2, .. ,N}, with de-te-rminant XLK n • .:»<zeoro, theo;·i we-

mu.st hat..>& L = K and 

XKK N (X ) ( ! St . K 1-1 St . 1 K j ) 
n.i=l H 1. i.+ 

.. Her~ - w~ use the notation 
all t-sets of {1,2, ... ,N}, 

of (A) and i=(l,2, .. ,l}. \Jhen K consists 
then above for-mula is due to Sylv &:t. 1•. 

This result is pt' oved l>y the interestin" devlce of con.nt-ct i1te;· 

of 

the 
aeneric matrix to the identity matrix by • J n-.t•nt. ''Y t •ow/ olt.unn 
operat.ions . The result is true of course for the J.dontlty mi:;i.trix. 

· - Shl ft ed hypothesis comes in to sho\J that XLK does'nt chanae vhen a 

.· . row/column ls added to another. 

r , (I} Sh.i:ft.e-d :familit;s: .&t"e well-qu.as-i-or-der•ed by inclusion, i.t-. in cm.y 
tc: infinite .sequence oj jinit& shifted famil.i&.s: of t -sets, some family must 

be containe-d in some s·uc:ceedin~ family . 

observes that this follows im.medlately from a lemma of Higm.an. 

Comments 

(1) Kalai 's paper has lot s: of additional results and information. For 
exampl e he IO!i ves a compl et e c:lta;„acte;··i.zation of the E:rowth pül}11"1.cmiial.&· 
of symmetrlc matrolds. 

(2) The blocke•" (or .Alexcmdt-1· dual.;;.. 
ls the basis of the <lu&l 1natt·old. 
behaved vis-b-vis this duality. 

la Bier·) of the basis of a matroid 
Above shiftin~ process ia 'w'ell 

•·' 
[Another new 1Jord for a known thing is thr•eshold gr•aph: vhlch coincides 
with shifted §raph. Still another: thecompr•ession pr-ocess inDoUob.as:' 
book is combinator-ial s,:hi..ftin§. ] 

(3) The \o/.q.o property o f shifted complexes mi~ht be usef'"ul for the 
Kur-atowski problem 7 

( 4 ) Co n s i der t h e 3 - s t e p h e i rar c h y : ver t i c es , ( s e m i ) a i mp 1 i c es = o r d er e d 
sets (sequences) of ver-ti c es, hyper·(s:emi)s:hnplices: ::: ordered sets 
(sequence8) of (semi)simpli ces . Visualizing these hypersemisimplices as 
Joins: of their constituent (semi)simplices we thus see that the objects 
)(, L, in the 4th s:tep of this heirarchy, i.e. set.s: o.f sets: of st-ts of 
ver-tic.:.-s, ar·t- a l&'ü 1"1.at u;··a Z E'.'&u m .:- t; " tt:· objects . 
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none of the total orders (lexlcoaraphlc, reverse lexlcographlc, 
sirnplices is quite "natural" \./lth r-espect to the ~iven total 

On the other hand the product partial or-der is: 
think of "hyper-simplices" as sets of simplices 
this, and then, to visualize them, join any t\./o 

n 
&t. 4th step gets much mor•e exciting: e.g. besides 

of the constituent siroplices of a hypersimplex [\./hich 
exterior algebra over A, l.e. the next level of 

XL)(] \Je .can also consider their disjointnt-ss [no\./ sorne 

_.other quotient of the tensor- alli',ebra over A, e.li',. the s:t.a.1• algeb.-•a, is 
required] which leads to . deleted joins:, etc. 

(5) The connections between shiftinli', and the theory of polynomial 
identit.ies: should also be \./Orth looking into ? 

'·· 
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